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Foreword

This ETSI Technical Report (ETR) has been produced by the TErrestrial Trunked RAdio (TETRA) ETSI
Project of the European Telecommunications Standards Institute (ETSI).

ETRs are informative documents resulting from ETSI studies which are not appropriate for European
Telecommunication Standard (ETS) or Interim European Telecommunication Standard (I-ETS) status. An
ETR may be used to publish material which is either of an informative nature, relating to the use or the
application of ETSs or I-ETSs, or which is immature and not yet suitable for formal adoption as an ETS or
an |I-ETS.

This ETR consists of 4 parts as follows:

Part 1: "Overview, technical description and radio aspects";

Part 2: "Radio channels, network protocols and service performance”;
Part 3: "Direct Mode Operation (DMO)", (DTR/TETRA-01011-3);

Part 4: "Network management".

Annex A provides details of the traffic scenarios for TETRA V+D systems.

Annex B provides Message Sequence Charts (MSCs) of all the simulated procedures.

Annexes C, D and E provide Service Diagrams (SDs) related to the various models. As these diagrams
are difficult to read for each diagram a computer file name is provided of the attached electronic files to
this ETR. The diagrams provided in this way allows the reader to use suitable software to browse the
computer files.

A number of major contributions have been made by ETSI members in order for this ETR to be
comprehensive, and in order that scenario implementations are validated. EPTETRA wishes to
acknowledge the work of these contributions from:

- AEG Mobile Communications Gmbh, Ulm, (D);

- ASCOM TECH. AG, Maegenwil, (CH);

- CSELT S.p.A., Torino, (IT);

- Telecom Consultant International Ltd., (UK);

- TELEDENMARK, Taastrup, (DK); and

- The UK Home Office, London (UK).
Introduction

The design of a mobile radio network is a complex process where many parameters play an important
role.

The starting point of this process is the estimate of the traffic that is offered to the network. For a single
mobile subscriber, the type of required services, the frequency of requests, the duration and the minimum
performance are the common variables that are considered in the estimate. Moreover the number of
subscribers and their distribution inside the network allow the estimation of the total amount of traffic.

A parallel operation is the investigation of the propagation environment in the region where the network
will be placed.
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The cell positioning and dimensioning is a crucial step in the design process. More than the amount of the
offered traffic and of the propagation environment, an important role is played by the knowledge of how
the design choices affect the performance for the offered services. This information is strongly related to
the particular radio interface of the mobile radio system.

The positioning and dimensioning of network switches and databases close the overall process. As in the
case of radio interface, this operation requires the knowledge about the influence of the design choices on
the overall performance.

The design process is usually iterative. A final analysis on the whole network allows to check the validity of
the process. In case of inadequate result, the process is repeated.

The evaluation of effects of the design choices on the overall network performance is usually performed
by simulation (nevertheless, when some network have been deployed, it can be done also through real
experiment).

This evaluation should allow the designer to determine the radio coverage and the resource allocation just
starting from the target performance for the provided services. Due to the complex structure of a mobile
network this operation is usually made by iterations. Starting from the network configuration, the overall
performance are evaluated, then the comparison with the target performance can lead to accept or to
repeat the evaluation with different parameters.
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1 Scope

The scope of this ETSI Technical Report (ETR) is to be a useful, but not exhaustive, basis to a network
designer for the cell planning and radio resource allocation during the design process. This ETR reports
the performance of a TErrestrial Trunked RAdio (TETRA) Voice plus Data (V+D) network in some
different scenarios.

All the presented results have been evaluated through computer simulations by some companies taking
part in the TETRA standardization bodies. The network users involved in the development of the TETRA
standard provided some realistic and significant network scenarios, giving information about the offered
traffic.

The characterization of radio channels is the first step for the evaluation of performance of both network
protocols and quality of provided services. This ETR starts with the description and the illustration of
performance of TETRA V+D radio channels, in terms of Bit Error Ratio (BER) and Message Erasure Rate
(MER) as function of the Signal-to-Noise Ratio (SNR) and Carrier on co-channel Interference ratio (C/I).

This ETR also deals with the performance of network protocols (in terms of delay and throughput) and of
provided services (BER for circuit switched services and delay plus throughput for packet switched

services). A consequence of the analysis of access protocols is the evaluation of traffic capacity of control
and traffic channels.

2 References

For the purposes of this ETR, the following references apply.

[1] ETS 300 392-1: "Radio Equipment and Systems (RES); Trans-European
Trunked Radio (TETRA) system; Voice plus Data; Part 1: General network
design".

[2] ETS 300 392-2: "Radio Equipment and Systems (RES); Trans-European

Trunked Radio (TETRA) system; Voice plus Data; Part 2: Air Interface".

[3] CEC Report COST 207: "Digital Land Mobile Communications".

3 Abbreviations

For the purposes of this ETR, the following abbreviations apply:

AACH Access Assign CHannel

BER Bit Error Rate

BNCH Broadcast Network CHannel

BSCH Broadcast Synchronization CHannel
BUx Bad Urban at x km/h

Cll. Carrier on co-channel Interference ratio
CcC Call Control

CONP Connection Oriented Network Protocol
E</No Signal on Noise ratio

HH Hand Held

HTx Hilly Terrain at x km/h

LLC Logical Link Control

MAC Medium Access Control

MCCH Main Control CHannel

MER Message Erasure Rate

MLE Mobile Link Entity

MS Mobile Station

MSC Message Sequence Chart

MT Mobile Terminal

PAMR Public Access Mobile Radio

PDO Packet Data Optimized

PDU Protocol Data Unit

PMR Private Mobile Radio
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PUEM Probability of Undetected Erroneous Messages
RAX Rural Area at x km/h

RES Radio Equipment and Systems

SCH/F Signalling CHannel / Full slot

SCH/HD Signalling CHannel / Half slot Downlink
SCH/HU Signalling CHannel / Half slot Uplink

SCLNP Special Connection Less Network Protocol
SDL Specification and Description Language

SDU Service Data Unit

SwMI Switching and Mobility Infrastructure

TCH/X N=y Traffic CHannel for x kbit/s and interleaving depth N=y
TCHII' S Traffic CHannel / Speech

TDMA Time Division Multiple Access

TETRA TErrestrial Trunked RAdio

TUX Typical Urban at x km/h

V+D Voice plus Data

4 Radio channels performance

4.1 Introduction

Performance of TETRA V+D logical radio channels are reported in this clause. They have been evaluated
through computer simulations for all the propagation environments that are modelled in
ETS 300 392-2 [2], clause 6. Moreover, performance are also reported for some values of the Mobile
Station (MS) speed in each propagation environment.

Radio channel figures are preceded by the description of the model of radio channels and of the
assumptions that have been considered for simulations. Then, for each channel, performance figures are
grouped and showed in the following order:

- comparison among different propagation environments with one value of MS speed per
environment;

- performance sensitivity to the MS speed in TU propagation environment;
- performance sensitivity to the MS speed in BU propagation environment;
- performance sensitivity to the MS speed in RA propagation environment;
- performance sensitivity to the MS speed in HT propagation environment.

Due to the different possibilities in the model of the radio receiver, two groups of simulations have been
carried out:

1) the first with ideal synchronization technique; and
2) the second with a particular implementation of the synchronization block.
In this ETR performance figures are distinguished in two subclauses for each channel and scenario.

Figures that are reported in this clause will be considered as the basis for the evaluation of network
protocol and traffic performance, presented in the following clauses.

4.2 Radio channels simulation description

Each of the TETRA V+D logical channels has been defined in order to exploit particular data
transmissions (protocol messages or user data) over the radio interface. In order to match the
requirements related to throughput and error rate, each channel has been designed with a suitable coding
scheme. The complete description of logical channels is found in ETS 300 392-2 [2], clause 8.



Page 11
ETR 300-2: May 1997

On the basis of their usage in the system, the logical channels can be divided in two main groups:
- Signalling channels:

All signalling messages and packet switched user data are carried on these channels. Error
detection and error correction coding schemes are applied on transmitted messages. Moreover for
these applications it is required that corrupted messages are discarded in order to not cause
erroneous state transitions. The coding schemes of TETRA V+D channels have been designed in
order to minimize the probability that an erroneous message is not detected (PUEM). According to
ETS 300 392-2 [2], PUEM < 0,001 % is obtained for all signalling channels with the exception of
AACH (PUEM < 0,01 %). Due to the usage of these channels, the measured performance is the
MER.

- Traffic channels:

Speech frames and circuit switched user data are carried on traffic channels. Error detection and
error correction coding schemes are applied on transmitted data. No discarding mechanism is
performed on traffic channels with the exception of the TCH/S. Before entering the speech decoder,
the speech frame is discarded if corrupted. For all the other traffic channels received data are
presented to the user application even if corrupted. In general, it is significant that the measured
performance for traffic channels is the BER. Due to the particular design of the TCH/S channel, its
performance is measured in terms of both MER and residual BER (that is the BER detected on
speech frames that are not discarded).

Table 1 summarizes the main characteristics of TETRA V+D logical channels and indicates the evaluated
performance.

Table 1: Summary of logical channels characteristics.

Logical Channel Direction Physical Category Evaluated
resource performance
AACH Downlink 30 initial bits of Signalling MER
downlink
timeslot
SCH/HD, BNCH and Downlink Half slot Signalling MER
STCH
SCH/HU Uplink Half slot Signalling MER
BSCH Downlink Full slot Signalling MER
SCH/F Uplink / Downlink Full slot Signalling MER
TCH/S Uplink / Downlink Full slot Traffic (Speech) MER,
residual BER
TCH/7,2 Uplink / Downlink Full slot Traffic (Data) BER
TCH/4,8 (N=1, 4, 8) | Uplink / Downlink Full slot Traffic (Data) BER
TCH/2,4 (N=1, 4, 8) | Uplink / Downlink Full slot Traffic (Data) BER

A further element of distinction is the transmission mode of a channel: uplink, discontinuous downlink and
continuous downlink. Traffic channels and the SCH/F allow all these modes. The difference is the type
and the number of training sequences inserted in the transmitted radio bursts.

Radio receiver simulations have been performed according to the model represented in figure 1.

The transmitter has been modelled according to the standard scheme given in ETS 300 392-2 [2],
clause 4.

The structure of the radio receiver is not covered by the standard. The model given in figure 1 is a general
scheme that is commonly accepted. Some of the receiver blocks are the mirror counterpart of others on
the transmitter (root raised cosine filter, demodulator, differential decoder, burst splitter, de-scrambler and
de-interleaver). Nevertheless the structure of the other blocks is dependent from the implementation; it is
the case for synchronization and timing recovery block and for the decoder.
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The decoder block has been realized according to the “soft” decision Viterbi algorithm, with path length =
message length.

The synchronization and timing recovery block can be realized according to different schemes. For this
reason simulations have been performed according to the two following synchronization techniques:

ideal technique:
- the local timing system of the receiver is perfectly aligned to the received TDMA frames;
- realistic implementation of the synchronization technique:

- one realization of synchronization technique has been implemented; this technique exploits
correlation properties of the training sequences defined in the standard in order to evaluate
burst and symbol synchronization.

The physical radio channels have been modelled according to ETS 300 392-2 [2], clause 6.

At the top of figure 1 two blocks have been introduced in order to evaluate the radio channel
characteristics.

In the case of signalling channels and TCH/S simulations, accepted and discarded Medium Access
Control (MAC) blocks are counted. The evaluated MER is given by the ratio between discarded MAC
blocks and the total of transmitted blocks.

In the case of traffic channels a comparison between transmitted and correspondent received bits allows
the evaluation of the total amount of erroneous received bits. The evaluated BER is given by the ratio
between the number of erroneous bits and the total number of transmitted bits.

The number of training sequences that is transmitted inside radio bursts may influence the behaviour of
the synchronization and timing recovery block, depending on its particular implementation. In the case of
ideal synchronization technique there is no influence. In the case of realistic synchronization algorithms
implementations without equalizer, the impact of the number of training sequences on radio performance
is negligible if compared to the case of receiver with equalizer.

The radio receiver that has been simulated does not make use of equalizers. As a consequence, in the
case of traffic channels and SCH/F, performance related to uplink, discontinuous downlink and continuous
downlink transmission modes will be considered without distinction.

Radio channel performance have been evaluated as functions of Es¢/Ny or C/l; at the antenna connector of
the receiver. Eg is the energy associated to a modulation symbol, Ny (one-sided noise power spectral
density) is the energy of electric noise related to the modulation symbol period and due to other
phenomena than TETRA transmissions; in actual simulations it will be only related to thermal noise; C is
the transmitted power associated to the modulation symbol; I, is the power associated to a pseudo-
random continuous TETRA modulated signal that takes place on the same frequency (co-channel
interference) of the useful signal. The figures of the channels show that the influence of Es/Ng on channel
performance is similar to the influence of C/l.. Differences between curves are less than 1 dB for the
same performance level.

Due to the differences in the synchronization technique, two groups of results are presented for each
logical channel. Performance of each synchronization technique is evaluated for different propagation
scenarios (TU, BU, RA, HT) and considering different values of the mobile terminal speed.

The two groups of results in this ETR have to be considered as a sort of performance boundaries. For
each simulation scenario real receivers are reasonably expected to have performance within the range
limited by the evaluated curves for the two synchronization techniques.

Results of simulations obtained from different companies show a good agreement. Radio channel
performance in this ETR have been evaluated as an average of available homogeneous simulation results
from different companies.
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Making reference to figure 1, and according to the previous assumptions, simulations have been
performed according to the following assumptions:

ideal transmitter:

- all blocks in the transmitter have an ideal behaviour as described in ETS 300 392-2 [2];
ideal RF receiver:

- the RF to baseband signal conversion is considered ideal;

400 MHz carrier frequency;

analysis of performance versus E¢/Ny and C/l;

class B receiver:

- radio channel simulations in this clause are performed to meet class B receiver requirements
as defined in ETS 300 392-2 [2]:

- better performance is expected to be given by a receiver with an equalizer block;
10 000 MAC blocks per simulation point:
- each simulated point has been evaluated on a set of 20000 MAC blocks;
ideal and realistic synchronization technique:

- when available two groups of performance are reported for each logical channel, one for
ideal synchronization technique, the other for realistic technique;

soft decision Viterbi decoder with path length = message length.
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Figure 1: Schematic diagram of the model for the simulation of a generic TETRA V+D logical
channel

4.3 Performance of signalling channels

Signalling channels are devoted to the transmission of signalling and packet data messages on the air
interface. For this kind of applications it is important that each received burst is decoded without errors or
discarded.

For these channels the simulations evaluate the probability for the received message to be discarded, the
MER. Simulations have been performed for different combinations of propagation environments and MS
speed.

Table 2 summarizes the performance that has been evaluated for all channels and associates them to the
figures in the document.
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Table 2: Summary of document figures that report signalling channel performance

Logical Figure Description
channel numbers

AACH Figure 2 MER of AACH as function of Es/Ng in TU50, BU50, RA200, HT200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 3 MER of AACH as function of E¢/Ng in TU5, TU50, TU100
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 4 MER of AACH as function of E¢/Ng in BU50, BU100 propagation
(Ideal synch) |environments with ideal synchronization technique
Figure 5 MER of AACH as function of Es¢/Ng in RA5, RA50, RA100, RA200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 6 MER of AACH as function of E¢/Ngy in HT50, HT100 ,HT200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 7 MER of AACH as function of Es/Ny in TU50, BU50, RA50, RA200,
(Realistic HT50, HT200 propagation environments  with  realistic
synch) synchronization technique

SCH/HU |Figure 8 MER of SCH/HU as function of Es/Ngin TU50, BU50, RA200, HT200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 9 MER of SCH/HU as function of E¢/Ny in TU5, TU50, TU100
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 10 MER of SCH/HU as function of Es/Ny in BU50, BU100 propagation
(Ideal synch) |environments with ideal synchronization technique
Figure 11 MER of SCH/HU as function of Es/Ng in RA5, RA50, RA100, RA200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 12 MER of SCH/HU as function of E¢/Ng in HT50, HT100, HT200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 13 MER of SCH/HU as function of Es/Ngin TU50, BU50, RA50, RA200,
(Realistic HT50, HT200 propagation environments with  realistic
synch) synchronization technique

SCH/HD |Refer Performance for these channels (all of them present the same

BNCH SCH/HU coding scheme) is the same of the channel SCH/HU

STCH (Figure 8
Figure 13)

SCH/F Figure 14 MER of SCH/F as function of Es/Ny in TU50, BU50, RA200, HT200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 15 MER of SCH/F as function of E¢/Ng in TU5, TU50, TU100
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 16 MER of SCH/F as function of Es/Ng in BU50, BU100 propagation
(Ideal synch) |environments with ideal synchronization technique
Figure 17 MER of SCH/F as function of Es/Ng in RA5, RA50, RA100, RA200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 18 MER of SCH/F as function of Es/Ngy in HT50, HT100, HT200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 19 MER of SCH/F as function of Es¢/Ng in TU50, BU50, RA50, RA200,
(Realistic HT50, HT200 propagation environments with  realistic
synch) synchronization technique

BSCH Figure 20 MER of BSCH as function of Es/Ng in TU50, BU50, RA200, HT200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 21 MER of BSCH as function of E¢/Ny in TU5, TU50, TU100
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 22 MER of BSCH as function of E¢/Ng in BU50, BU100 propagation
(Ideal synch) |environments with ideal synchronization technique
Figure 23 MER of BSCH as function of Es/Ng in RA5, RA50, RA100, RA200
(Ideal synch) |propagation environments with ideal synchronization technique
Figure 24 MER of BSCH as function of E¢/Ng in HT50, HT100, HT200

(Ideal synch)

propagation environments with ideal synchronization technique
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431 AACH
43.1.1 Ideal synchronization technique
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Figure 3: Influence of MS speed on AACH in TU propagation environment
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Figure 4: Influence of MS speed on AACH in BU propagation environment
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Figure 5: Influence of MS speed on AACH in RA propagation environment
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Figure 6: Influence of MS speed on AACH in HT propagation environment

4.3.1.2 Realistic synchronization technique
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Figure 7: AACH performance in different propagation scenarios
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432 SCH/HU
43.2.1 Ideal synchronization technique
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Figure 9: Influence of MS speed on SCH/HU in TU propagation environment
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Figure 10: Influence of MS speed on SCH/HU in BU propagation environment
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Figure 11: Influence of MS speed on SCH/HU in RA propagation environment
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Figure 12: Influence of MS speed on SCH/HU in HT propagation environment

4.3.2.2 Realistic synchronization technique
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Figure 13: SCH/HU performance in different propagation scenarios
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4.3.3 SCH/HD, BNCH and STCH
43.3.1 Ideal synchronization technique

Simulation results for this channel show that performance figures are similar to the SCH/HU channel (see
subclause 4.3.2.1).

4.3.3.2 Realistic synchronization technique

Simulation results for this channel show that performance figures are similar to the SCH/HU channel (see
subclause 4.3.2.2).

4.3.4 SCH/F

43.4.1 Ideal synchronization technique
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Figure 14: SCH/F performance in different propagation scenarios
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Figure 15: Influence of MS speed on SCH/F in TU propagation environment
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Figure 16: Influence of MS speed on SCH/F in BU propagation environment
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MER

1.00E+00

1.00E-01 ----

1.00E-02 4----

1.00E-08 ::::

1.00E-04

—6—RAS5
—=—RA50
—A—RA100

—>—RA200

Es/NO

Figure 17: Influence of MS speed on SCH/F in RA propagation environment
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Figure 18: Influence of MS speed on SCH/F in HT propagation environment
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4.3.4.2 Realistic synchronization technique
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Figure 19: SCH/F performance in different propagation scenarios
4.3.5 BSCH
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Figure 20: BSCH performance in different propagation scenarios
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Figure 21: Influence of MS speed on BSCH in TU propagation environment
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Figure 22: Influence of MS speed on BSCH in BU propagation environment
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Figure 23: Influence of MS speed on BSCH in RA propagation environment
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Figure 24: Influence of MS speed on BSCH in HT propagation environment
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4.4 Performance of traffic channels

Traffic channels are devoted to the transport of user information on the air interface when a short and
constant delay is required by the service in action. Channels have been designed for three values of
capacity:

7,2 kbit/s (TCH/7,2);
- 4,8 kbit/s (TCH/4,8); and
- 2,4 Kkbit/s (TCH/2,4).

Moreover, TCH/2,4 and TCH/4,8 present three different interleaving depths in order to improve their
performance, N=1, 4, 8.

The logical channel TCH/7,2 has been designed for the transport of the coded speech. Nevertheless the
channel to be analysed for speech presents a different error coding scheme and it is properly called
TCH/S (S = Speech). No performance is available for TCH/S, then the only estimate of the speech
transmission quality will be made making reference on TCH/7,2. It is important to underline that

performance of TCH/7,2 is not linearly related to those of the speech transmission.

Table 3: Summary of figures that report traffic channel performance

Logical | Figure numbers Description
channel

TCH/7,2 |Figure 25 BER of TCH/7,2 as function of E¢/No in TU50, BU50, RA200, HT200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 26 BER of TCH/7,2 as function of Es/Ny in TU5, TU50, TU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 27 BER of TCH/7,2 as function of E¢/Ny in BU50, BU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 28 BER of TCH/7,2 as function of E¢/Ng in RA5, RA50, RA100, RA200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 29 BER of TCH/7,2 as function of Es/Ng in HT50, HT100, HT200 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 30 BER of TCH/7,2 as function of Es/Ny in TU50, BU50, RA50, RA200, HT50,
(Realistic synch) |HT200 propagation environments with realistic synchronization technigue

TCH/4,8 |Figure 31 BER of TCH/4,8 (N=1) as function of Es/Ng in TU50, BU50, RA200, HT200

N=1 (Ideal synch) propagation environments with ideal synchronization technigue
Figure 32 BER of TCH/4,8 (N=1) as function of Es/Nyin TU5, TU50, TU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 33 BER of TCH/4,8 (N=1) as function of EJ/N, in BU50, BU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 34 BER of TCH/4,8 (N=1) as function of E¢/Ny in RA5, RA50, RA100, RA200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 35 BER of TCH/4,8 (N=1) as function of E¢/Ny in HT50, HT100, HT200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 36 BER of TCH/4,8 (N=1) as function of Es/Ng in TU50, BU50, RA50, RA200,
(Realistic synch) |HT50, HT200 propagation environments with realistic synchronization

technique

TCH/4,8 |Figure 37 BER of TCH/4,8 (N=4) as function of Es/Ny in TU50, BU50, RA200, HT200

N=4 (Ideal synch) propagation environments with ideal synchronization technigue
Figure 38 BER of TCH/4,8 (N=4) as function of Es/Ngin TU5, TU50, TU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 39 BER of TCH/4,8 (N=4) as function of Es/Ny in BU50, BU100 propagation
(Ideal synch) environments with ideal synchronization technique

(continued)
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Table 3 (continued): Summary of figures that report traffic channel performance

Logical | Figure numbers Description
channel
Figure 40 BER of TCH/4,8 (N=4) as function of Es/Ng in RA5, RA50, RA100, RA200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 41 BER of TCH/4,8 (N=4) as function of E¢/Ng in HT50, HT100, HT200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 42 BER of TCH/4,8 (N=4) as function of Es/Ng in TU50, BU50, RA50, RA200,
(Realistic synch) |HT50, HT200 propagation environments with realistic synchronization
technique
TCH/4,8 |Figure 43 BER of TCH/4,8 (N=8) as function of E¢/No in TU50, BU50, RA200, HT200
N=8 (Ideal synch) propagation environments with ideal synchronization technigue
Figure 44 BER of TCH/4,8 (N=8) as function of Es/Ngin TU5, TU50, TU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 45 BER of TCH/4,8 (N=8) as function of Es/Ng in BU50, BU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 46 BER of TCH/4,8 (N=8) as function of Es/Ny in RA5, RA50, RA100, RA200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 47 BER of TCH/4,8 (N=8) as function of E¢/Ny in HT50, HT100, HT200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 48 BER of TCH/4,8 (N=8) as function of Es/Ng in TU50, BU50, RA50, RA200,
(Realistic synch) |HT50, HT200 propagation environments with realistic synchronization
technique
TCH/2,4 |Figure 49 BER of TCH/2,4 (N=1) as function of Es/Ny in TU50, BU50, RA200, HT200
N=1 (Ideal synch) propagation environments with ideal synchronization technigue
Figure 50 BER of TCH/2,4 (N=1) as function of Es/Ngin TU5, TU50, TU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 51 BER of TCH/2,4 (N=1) as function of Es/Ng in BU50, BU100O propagation
(Ideal synch) environments with ideal synchronization technique
Figure 52 BER of TCH/2,4 (N=1) as function of Es/Ng in RA5, RA50, RA100, RA200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 53 BER of TCH/2,4 (N=1) as function of E¢/Ny in HT50, HT100, HT200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 54 BER of TCH/2,4 (N=1) as function of Es/Ng in TU50, BU50, RA50, RA200,
(Realistic synch) |HT50, HT200 propagation environments with realistic synchronization
technique
TCH/2,4 |Figure 55 BER of TCH/2,4 (N=4) as function of Es/No in TU50, BU50, RA200, HT200
N=4 (Ideal synch) propagation environments with ideal synchronization technigue
Figure 56 BER of TCH/2,4 (N=4) as function of Es/Nyin TU5, TU50, TU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 57 BER of TCH/2,4 (N=4) as function of EJ/N, in BU50, BU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 58 BER of TCH/2,4 (N=4) as function of E¢/Ny in RA5, RA50, RA100, RA200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 59 BER of TCH/2,4 (N=4)as function of E¢/No in HT50, HT100, HT200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 60 BER of TCH/2,4 (N=4) as function of Es/Ng in TU50, BU50, RA50, RA200,

(Realistic synch)

HT50, HT200 propagation environments with
technique

realistic synchronization

(continued)
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Table 3 (concluded): Summary of figures that report traffic channel performance

Logical | Figure numbers Description
channel
TCH/2,4 |Figure 61 BER of TCH/2,4 (N=8) as function of Es/Ny in TU50, BU50, RA200, HT200
N=8 (Ideal synch) propagation environments with ideal synchronization technigue
Figure 62 BER of TCH/2,4 (N=8) as function of Es/Ngin TU5, TU50, TU100 propagation
(Ideal synch) environments with ideal synchronization technique
Figure 63 BER of TCH/2,4 (N=8) as function of Es/Ng in BU50, BU100O propagation
(Ideal synch) environments with ideal synchronization technique
Figure 64 BER of TCH/2,4 (N=8) as function of Es/Ng in RA5, RA50, RA100, RA200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 65 BER of TCH/2,4 (N=8) as function of E¢/Ny in HT50, HT100, HT200
(Ideal synch) propagation environments with ideal synchronization technigue
Figure 66 BER of TCH/2,4 (N=8) as function of Es/Ng in TU50, BU50, RA50, RA200,
(Realistic synch) |HT50, HT200 propagation environments with realistic synchronization
technique
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Figure 25: TCH/7,2 performance in different propagation scenarios
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Figure 26: Influence of MS speed on TCH/7,2 in TU propagation environment
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Figure 27: Influence of MS speed on TCH/7,2 in BU propagation environment
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Figure 29: Influence of MS speed on TCH/7,2 in HT propagation environment
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4.4.1.2 Realistic synchronization technique
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Figure 30: TCH/7,2 performance in different propagation scenarios
4.4.2 TCH/4,8N =1
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Figure 31: TCH/4,8 N=1 performance in different propagation scenarios
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Figure 32: Influence of MS speed on TCH/4,8 N=1 in TU propagation environment
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Figure 33: Influence of MS speed on TCH/4,8 N=1 in BU propagation environment
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Figure 34: Influence of MS speed on TCH/4,8 N=1 in RA propagation environment
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Figure 35: Influence of MS speed on TCH/4,8 N=1 in HT propagation environment
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4.42.2

Realistic synchronization technique
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Figure 36: TCH/4,8 N=1 performance in different propagation scenarios
4.4.3 TCH/I4,8N =4
4.4.3.1 Ideal synchronization technique
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Figure 37: TCH/4,8 N=4 performance in different propagation scenarios
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Figure 38: Influence of MS speed on TCH/4,8 N=4 in TU propagation environment
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Figure 39: Influence of MS speed on TCH/4,8 N=4 in BU propagation environment
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Figure 40: Influence of MS speed on TCH/4,8 N=4 in RA propagation environment
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Figure 41: Influence of MS speed on TCH/4,8 N=4 in HT propagation environment
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4.4.3.2 Realistic synchronization technique
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Figure 42: TCH/4,8 N=4 performance in different propagation scenarios
4.4.4 TCH/4,8 N =8
4.4.4.1 Ideal synchronization technique
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Figure 43: TCH/4,8 N=8 performance in different propagation scenarios
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Figure 44: Influence of MS speed on TCH/4,8 N=8 in TU propagation environment
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Figure 45: Influence of MS speed on TCH/4,8 N=8 in BU propagation environment
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Figure 46: Influence of MS speed on TCH/4,8 N=8 in RA propagation environment
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Figure 47: Influence of MS speed on TCH/4,8 N=8 in HT propagation environment
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4.4.4.2 Realistic synchronization technique
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Figure 48: TCH/4,8 N=8 performance in different propagation scenarios

4.4.5 TCH/2,4N =1

4.45.1 Ideal synchronization technique
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Figure 49: TCH/2,4 N=1 performance in different propagation scenarios
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Figure 50: Influence of MS speed on TCH/2,4 N=1 in TU propagation environment
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Figure 51: Influence of MS speed on TCH/2,4 N=1 in BU propagation environment
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Figure 52: Influence of MS speed on TCH/2,4 N=1 in RA propagation environment
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Figure 53: Influence of MS speed on TCH/2,4 N=1 in HT propagation environment
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4.45.2 Realistic synchronization technique
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Figure 54: TCH/2,4 N=1 performance in different propagation scenarios
4.4.6 TCH/2,4N =4
4.46.1 Ideal synchronization technique
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Figure 55: TCH/2,4 N=4 performance in different propagation scenarios
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Figure 56: Influence of MS speed on TCH/2,4 N=4 in TU propagation environment
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Figure 57: Influence of MS speed on TCH/2,4 N=4 in BU propagation environment
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Figure 58: Influence of MS speed on TCH/2,4 N=4 in RA propagation environment
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Figure 59: Influence of MS speed on TCH/2,4 N=4 in HT propagation environment
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4.4.6.2 Realistic synchronization technique
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Figure 60: TCH/2,4 N=4 performance in different propagation scenarios

4.4.7 TCH/2,AN=8
4.4.7.1 Ideal synchronization technique
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Figure 61: TCH/2,4 N=8 performance in different propagation scenarios
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Figure 62: Influence of MS speed on TCH/2,4 N=8 in TU propagation environment
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Figure 63: Influence of MS speed on TCH/2,4 N=8 in BU propagation environment
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Figure 64: Influence of MS speed on TCH/2,4 N=8 in RA propagation environment
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Figure 65: Influence of MS speed on TCH/2,4 N=8 in HT propagation environment
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4.4.7.2 Realistic synchronization technique
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Figure 66: TCH/2,4 N=8 performance in different propagation scenarios
5 Access protocols and service performance of TETRA V+D network
5.1 Introduction

This clause aims to illustrate the performance of a TETRA V+D network when it operates in realistic traffic
scenarios. The evaluation of this performance has been carried out through computer simulations.

A detailed description of the simulated system and of TETRA traffic scenarios is reported first; then,
TETRA performance is shown for a significant subset of the previously defined network scenarios.

5.2 General description of traffic scenarios

521 Introduction

A traffic scenario is the description of the traffic offered to the network by all the subscribers.

The building block for the evaluation of a traffic scenario is the single user traffic profile; it consists of the
set of requested services, the frequency of the requests, the service duration and some individual user
parameters, like the travel speed. Starting from this profile, the number of subscribers in the system and
their spatial distribution allow a complete description of the traffic scenario.

5.2.2 Reference traffic scenarios

A detailed description of some significant traffic scenarios is reported in annex A.

In general, two kind of users can be identified for a TETRA network: public (PAMR) and private (PMR)
network users. Table 4 and table 5, and making reference to annex A, summarize the traffic profiles for a
single user respectively of a PMR network and of a PAMR network. The user spatial distribution is

commonly considered uniform or Gaussian (this last case when a town or people concentration is
included in the area covered by the network).
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The detailed description of the traffic profiles that have been simulated is reported in the subclause where
results are illustrated.

Table 4: PMR subscriber traffic profile

Service Individual Group voice Individual | Individual long Group long data
voice (only to MSs)) | short data data (only to Mobiles)
(to Fixed)
Mean 3mE 3mE 5-10 trasm/h 70 % of 30 % of
offered 0,5 trasm/h 0,5 trasm/h
traffic
Service Poisson Poisson Poisson Poisson Poisson
access (30 % M-M, (28,6 % M-M,
distribution | 70 % M-F) 71,4 % M-F)
Size ofthe |  ------ 100r20 | - | = - 10 or 20
group
Number of 5"overs" | @ - [ e 1 (calling user sends
"overs"ina |  --—--—-- (the first on the and other listen)
group call calling user)
Average 30s 30s 100 bytes 8 Kbytes 8 Kbytes
duration of
service
Distribution | UNIFORM UNIFORM Fixed Fixed Fixed
of service [20 - 40] [20 - 40]
duration
Subscriber 3-80km/h
speed
Table 5: PAMR subscriber traffic profile
Service Individual Group voice | Individual Individual long Group long data
voice short data data (only to Mobiles)
(to Fixed) | (only to Fixed)
Mean 10 mE 2.5 mE 20 trasm/h 80 % of 20 % of
offered 0,5 trasm/h 0,5 trasm/h
traffic
Offered Poisson Poisson Poisson Poisson Poisson
traffic (25 % M-M,
distribution | 75 % M-F)
Size ofthe |  ------ 100r20 | - | - 10 or 20
group
Number of 5"overs" | @ - | - 1 (calling user sends
"overs"in | = - (the first on and other listen)
a group the calling
call user)
Average 20s 20s 100 bytes 10 Kbytes 10 Kbytes
duration of
service
Distributio UNIFORM UNIFORM Fixed Fixed Fixed
n of service [10 - 30] [10 - 30]
duration
Subscriber 3-80 km/h
speed
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5.3 General description of network model
531 Introduction

Figure 67 reports a general TETRA network scheme. It is related to the TETRA V+D standard documents
(e.g. a detailed SwMI internal architecture is not reported because it is not a standard feature).

The whole description has been made for a single network. Standard functionality are modelled according
to standard documents; nevertheless, when non-standard features have to be taken into account, their
model is described in detail, also providing information on the possible implementations.
Referring to figure 67, three entities can be distinguished in a TETRA network:
1) Mobile Subscriber:

- it is the set of the single subscriber and his available user applications;
2) Mobile Station:

- it is the equipment used by the subscriber to make access to the network services;

3. SwMI (Switching and Management Infrastructure):

- it is the whole fixed infrastructure in the network; it embraces radio transceivers, switching
and signalling equipment, network data base.

Each of these objects communicate with others through appropriate interfaces:
1) User - MS:
- it is the MMI (Man Machine Interface) between the subscriber with its user applications and
the MS; it can be modelled as an ideal link with negligible transmission delays and error
rates;

2)  MS-SwM:

- each MS is synchronized to only one radio transceiver at time. The radio link consists of one
to four physical channels (i.e. frequency carrier and TDMA timeslot number) at time.
Signalling and user data between the transceiver and the MS fit on physical channels
according to the rules of TETRA standard;

3) SwMI inner interfaces:
- they are not described in the TETRA standard; in the figure the internal splitting of network
entities is only devoted to better describe the network. They can be considered as ideal
interfaces, with negligible delays and error rates;

4) SwMI - External systems:

- it is related to inter-working between TETRA and other telephone systems (PSTN, ISDN etc.)
through gateways, or to the connection of SwMI and TETRA LSs and Dispatcher.

In this clause, after a preliminary description of the assumptions that are related to the communication
layers, the entities of a generic TETRA V+D network (making reference to the scheme illustrated in
figure 67) are described in detail as functional elements.



Page 54

ETR 300-2: May 1997

Mobile
Subscriber #1|

Mobile
Subscriber #2

Mobile
Subscriber #3

Mobile
Subscriber #4

Mobile
Subscriber #5

Mobile
Subscriber #N

s 7S Sl 7S Ol 75 Ol B Ol e A Ol e 3 ©)

MS #1

MS #2

MS #3

MS #4

MS #5

MS #N

Radio link

E Radio link ;

Radio link

E Radio link ;

Radio link

Transceiver #A

Transceiver #B

Transceiver #C

Transceiver #D

EXTERNAL SYSTEMS

Switching ( PSTN,LSs,Despatchel
and

)

Signalling
Equipment

etwork Data Basg
queries

NETWORK
DATA

BASE

5.3.2 General assumptions on communication layers

Figure 67: General scheme for TETRA network simulations

In this subclause the assumptions related to the communication layers are described.

According to the standard documents, some optimization options can be employed for LLC and MAC

layers:

- LLC can put layer 3 messages for the same subscriber on a single LLC PDU (BL-DATA and

BL-ACK) until the reception of a MAC_READY signal from the MAC layer;

- MAC layer can know when data are ready to be transmitted by the LLC through the DATA IN

BUFFER PDU from LLC;

- MAC layer can fit more than one LLC messages on a single timeslot.

Figures 68 and 69 show the time diagrams related to a basic link transmission (receiving part); making
use of the described options. In figure 68 the layer 3 is able to send back the response in a very short
time, then LLC is able to fit it in its response BL-ACK. In figure 69, the response time is longer, then

separate transmissions are needed for BL-ACK and layer 3 response.
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In more detail, looking to those figures, time delays can be distinguished in two groups:
- fixed delays related to layer 2 procedures:
- BL_ACK and BL_DATA PDUs preparation (no time interval associated in figures 68 and 69);
- embedding of layer 3 messages in BL-DATA or BL-ACK (At4);
- transfer times between layers (Atl, At2);
- fragmentation (At5);
- variable delays:
- call processing in the layer 3 (At3).
If fixed delays are known, a boundary for variable delays can be evaluated:
Tinresh = Dz = (B + Dip + Dy + Dys)

If A > Tiresh the time diagram of figure 69 applies. Otherwise layer 2 is able to embed layer 3 and layer 2
responses on the same timeslot.

NOTE: The TETRA simulation results reported in this ETR are not affected by fixed delays (as
they have been defined) because they are considered negligible with respect to
timeslot duration. Moreover, the previous optimization options are implemented in
simulations.

LAYER 3
call Progessing
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(L3 request) (L3 response)

-
BL_ACK in BL ACK
L i

L
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Figure 68: Time diagram related to message exchange in MAC, LLC and layer 3 with short
response times
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Figure 69: Time diagram related to message exchange in MAC, LLC and layer 3 with long response
times

5.3.3 Mobile user

The mobile user consists of the single subscriber and his available user applications (e.g. file transfer
applications, vocoder). The subscriber may be the origin and the destination of any service procedure.

Each service transaction is triggered by one signal primitive sent through the MMI. It carries information
about the required service, the priority of the originating subscriber, the address of the called party (single
subscriber or group). For packet data calls this primitive contains also the message to be transmitted. In
case of circuit switched services (voice or data) a continuous stream of user data frames is sent to the MS
at the end of the service access procedure.

The model of the single subscriber is a set of parallel and statistically independent random processes,
each representing a particular service. Each service process can be identified by two parameters:

- Generation time:

- it is the starting time of the transaction. The distribution of generation times on a time axis
can be described through a stochastic (usually a Poisson process) or a deterministic
(periodic generation times) process;

- Duration:

- in the case of voice services it represents the time duration of a call; for data services it is
usually the size of the message to be transmitted. Generally it is a random variable whose
distribution is related to a stochastic process.

The detailed model of the process (reported in SDL notation) related to each service in the mobile user is
illustrated in annex B. In figure C.1, timers T_SERVICE_request and T_SERVICE_duration are related to
the generation time and the duration of the service.

Real values of these timers are obtained by drawing random variables that depend on the particular
required service. The timer T_U_plane_trasm is constant for circuit switched services. In short data
transmissions the message is included in the requesting primitive.
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The following list shows the assumptions made on the random processes related to the generation of
service transactions and to their duration:

- Individual Voice Call:

It is a telephone conversation between two subscribers. One of them can be a fixed network
subscriber. This service can be modelled as a full duplex or half duplex communication. The call
generation process related to a single subscriber is modelled with a Poisson process of frequency
Amavy. The duration of a call is modelled with a uniform random variable distributed in the
interval [agnav,) ,banavy]. In presence of on/off hook signalling procedures, the called subscriber could
be alerted by the MS: in this case the call set up procedure is suspended until the subscriber hooks
off. The probability of unanswered calls is indicated by Proneox. Finally the answering time of a Mobile
User is modelled with a random variable with uniform distribution.

- Group Voice Call:

It is a telephone conversation among the members of a group of subscribers. In any time only one
subscriber speaks, while the other members of the group listen. The model of this service is similar
to the individual call with a Poisson process describing the calls generated by one member of the
group and a uniform distribution for the call duration. Only half duplex mode is supported for voice
group calls. Parameters that identify the particular distribution are Agovy and [agrov) ,0grov)] 1/ grov)-
Several members of the group gain the control of conversation in different times during a call. Each
conversation period is considered an "over".

- Individual Circuit Data Call:

This service is modelled as a data transmission between two subscribers (one of them can be
linked directly to the fixed network). Requirements on transmission delays are very tight (low and
constant) even if error rates are high. Examples of this service are fax and real time image
transmission. The model for this service consists of a Poisson call generation process with
frequency Agna.cay and a fixed length for the call duration 1/pgng.c.a)-

- Group Circuit Data Call:

It is a data transmission among the members of a group of subscribers. Generation of calls in a
single subscriber and duration of service transaction are modelled by Poisson process (frequency
A@rocay) and fixed length 1/pgo.cq) respectively. In these simulations, for circuit data group call, the
call originator sends his message to other members. The call ends with the message.

- Individual Packet Data Call:

It is a data transmission between two subscribers (one of them can be linked directly to the fixed
network). Requirements on error rates are more tight than for circuit data services; the service
transaction generation process can be modelled by a Poisson process with frequency Agnap.a). FOr
this service the duration of the single transaction is the size (in bytes) of the message to be
transmitted. The model of message size can be either a random variable uniformly distributed
between two bounds or a fixed value or a negative exponential random variable; in these
simulations a fixed length 1/pnap.q) IS considered.

Due to the statistical independence between generation processes related to different services, the single
subscriber could generate overlapping transactions. This is a realistic scenario, then it is a task of the MSs
to serve parallel transactions or to queue them.

534 MS

It is used by subscribers to get services from the network. Its main task is to guarantee the best possible
service performance to the user. When the MS is switched on, cell selection and re-selection processes
allow it to be camped on the cell with the highest received power level.

NOTE 1: In the simulated system no cell selection and re-selection procedures are performed:
during a service transaction, the position of a single user does not change. As a
consequence, the MLE layer is considered as a transparent entity devoted to route
primitives between layers 2 and 3.
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Service requests from the subscriber or from the network (by mean of radio channels) are processed by
the MS according to signalling procedures dependent on the type of service.

- Circuit services:

A set-up procedure is performed between the calling party and the called party/parties before the
call is active. After the set-up phase a dedicated channel is connected through the network.
Depending on the amount of circuits required by the service, full duplex or half duplex
communications can be set-up.

- Packet data services:
Two ways of transmitting data in packet mode are possible in a TETRA network:

1) Connection less. The packet to be transmitted is sent to the network without any negotiation
with the called party. Each network node routes the packet to adjacent nodes up to the called
party making use of the complete called party address.

2) Connection oriented. A virtual connection with the called party has to be set up before the
first packet transmission; subsequent transmissions make use of the same call identifier.
Each packet is sent to the network and routed to the called party through the connection
identifier, that is shorter than the complete address.

In accordance with TETRA standard documents, message transmission in packet mode and signalling
transmissions make use of LLC and MAC procedures. LLC offers two types of links: Basic link and
Advanced link. Basic link is always available in the LLC, Advanced link requires a set up phase (the
lifetime of this virtual connection is negotiated).

In annex C the service diagrams related to the MS for circuit services set-up (direct set-up) and for packet
data transmission are reported. If the "on/off hook signalling” flag is set, the call set-up procedure requires
an immediate U_ALERT message (instead of U_CONNECT) from the called MS. The procedure ends
when the called user hooks off and a U_CONNECT message is sent to SwMI through random access (no
radio resource can be allocated before the subscriber answer). If the "on/off hook signalling” flag is not
set, the U_CONNECT message is immediately sent back to the network (before the user hooks off).

In voice group calls the "on/off hook signalling" option is not supported (see ETS 300 392-1 [1] and
ETS 300 392-2 [2]), then only direct set-up procedure is performed. In the area selected by the call
originator ("area selection” field in U_SETUP message) the network broadcasts D_SETUP messages with
information on the channel reserved to the call. The called user has to synchronize to the new channel
and enter the call. In each cell of the selected area one traffic channel per group call has to be allocated.
In message trunking systems, the traffic channels are allocated for the lifetime of the call. In transmission
trunking systems the allocation of channels is limited to an "over", after which the call has to obtain again
the radio resource.

NOTE 2: In the performed simulations the following assumptions are considered:

signalling procedures are carried on basic link;

- packet data transmissions are carried on basic link. This model can represent a
connection-less data transmission (e.g. SDS);

- no data transmission is performed on signalling channels associated to traffic
channels;

- the MS answers to paging (with U_CONNECT in direct set up, with U_ALERT
when "on/off hook signalling” applies) in the first uplink timeslot that follows the
D_SETUP message;

- in group calls no presence checking is performed, then no answers are required
from the called user;
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- signalling transmissions on traffic channels are considered ideal (e.g. the
acknowledgement of CONNECT and CONNECT_ACK PDUSs, the call release
procedure and closed loop power control).

535 Switching and Management Infrastructure (SwMI)

It embraces all the fixed infrastructure in a TETRA network. In order to make an easier logical description
of SwMI some inner sub-entities are described in the following subclauses.

5.35.1 Switching infrastructure
It can be logically described as a set of two network entities:
- Transceiver:

It is the part of SWMI completely related to a single cell. is devoted to the management of
radio resources allocated to the cell and to the timing inside it. It is responsible of the access
opportunity allocation on its random access channels and of access contention resolutions.

- Switching and Signalling Equipment:

It contains the higher hierarchical layers in the network (for a TETRA system, layers CC,
CONP, SCLNP are allocated to this part of the network). It is devoted to the management of
the overall network resources and to the system synchronization. Through transceivers it
communicates with the higher layers in the MS.

Depending on network characteristics and user requirements, several strategies can be employed by the
Switching and Signalling Equipment for network resource management. Standard documents do not
recommend or prevent any particular strategy, nevertheless it affects the overall network performance.

The resource management function operates in order to allocate network resources to the services.
TETRA standard allows to have a priority level associated with a call (there are up to 8 priority levels and
the possibility of pre-emptive priority). There is no mention about the usage and the implementation of
priorities in a TETRA network, nevertheless these features allow some different strategies for the
management function.

In general, two kind of strategies are commonly employed for the resource management function:

Blocking:
Blocking consists of releasing the call request when no resources are available. No priorities
can be employed for this strategy with the exception of pre-emptive priority (in this case the
eldest active call is disconnected in order to give the resources to the new call). The blocking
strategy is usually employed in public access networks, in general when a short set-up time is
required and a high amount of resources is available.

Queuing:

When no resources are available, the call request is queued with the exception of pre-
emptive priority call (this type of call is always processed with the same technique as
described in the blocking strategy). When radio channels become available, a call is
extracted from the queue and served. Making use of priority levels related to calls, different
gueue service strategies can be realized. Moreover a maximum holding timer can be
introduced in the management function; when the timer elapses, the queued call is
interrupted.

This strategy is commonly used in private networks, in general when a limited amount of
resources are allocated to the network and a short set-up time is not required.

Individual voice and circuit data calls are simulated as full duplex communications. When a call is set-up
between two users in the cell, two channels are allocated to the call. When only one of the users is in the
cell, one channel is allocated.
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In group calls the SwMI allocates one traffic channel per cell in the area selected by the call originator (see
ETS 300 392-2 [2], subclause 14.8.1).

NOTE: The protocol stack of the radio interface on the SwMI side is the symmetric counterpart
of the MS. All assumptions on MAC and LLC layers apply.

Because of the ideal behaviour of the fixed network interfaces (infinite resources), the
overall resource management function is only related to radio channels.

5.3.5.2 Network data base

The network data base is devoted to contain the information of all network subscribers. Each user has his
own record with some related parameters like address, position (location area), cipher keys, priority level,
subscribed services etc. The data base is queried by the switching and signalling equipment when a call
set-up is required. Referring to figures 68 and 69, call processing time in layer 3 includes data base
information retrieval. Time delays related to this procedure can be very different depending on the real
implementation of switching equipment and of data base itself.

NOTE: In the performed simulations for TETRA network, data base is modelled as a delay
block. Characteristic parameters for the data base description are the following:

- minimum value of the delay for information retrieval is 500 ms;
- Maximum value of the delay for information retrieval is 2 s;
- Statistical distribution of delays between the two boundaries is Uniform.

5.3.6 External network

The external network consists of the set of fixed users connected to a TETRA system, i.e. PSTN users,
ISDN users, TETRA Line Stations and Dispatchers.

Dispatcher represents a special type of user found in the Private Mobile Radio (PMR) business. Their
main task is to co-ordinate activities of one or more of PMR users, or user groups. Typical dispatcher
applications include co-ordinating an incident, like a road traffic accident, or despatching resources, such
as in parcel delivery or a taxi service. Consequently, a dispatcher generates a level of traffic which is
considerably higher than that of a typical mobile user.

Despatches usually operate from a fixed location, such as a police control room, and since they need
priority access and full control of the infrastructure they are commonly wire-connected. It is, however also
possible to have the radio-despatches. These access the infrastructure in the same way as a mobile user,
and, as a result, generate extra traffic load on the air interface.

The TETRA standard does not describe the Dispatcher applications or operations.

The interface to the external world is modelled as ideal (i.e. signalling message transmissions are always
correctly performed). For voice services, calls to external systems will alert the called part, then a delay
element can be considered as a suitable model for the external network behaviour. The probability of
unanswered calls is indicated with Pyt hook-

NOTE: In the performed simulations the Dispatcher is modelled as a fixed user that generates
a large amount of voice and circuit data group calls. All other fixed terminals generate
a traffic level that is symmetric to the received traffic (in agreement with traffic profiles
in annex A).

5.3.7 Radio channels

Transmission impairments are taken into account in order to have information about network and service
performance in some relevant propagation scenarios for different user speeds and positions.

Performance of a particular logical channel (as they are reported in clause 4) is given as MER or BER in
relationship with either Es/Ng or C/l..
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Starting from the radio simulation figures, it is possible to model the transmission of one burst on a radio
channel making the assumption that propagation conditions(environment, speed, position) are not
modified during the burst time. The propagation model can be described making reference to the following
parameters:

- Distance between transmitter and receiver p;
- Propagation environment;

- Transmitter antenna height H;

- Receiver antenna height h;

- Antennas gain;

- Transmitter power Py,.

Figure 70 shows the reference scheme for the radio propagation.
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Figure 70: Radio propagation example with parameters for the description of the model

The model evaluates the power level of wanted signal, the thermal noise and the interference at the input
of the receiver.

53.7.1 Power level of wanted signal

The attenuation of the transmitted signal on a radio channel can be represented as a deterministic term
depending on transmitter-receiver distance r and propagation environment (represented by the parameter
Y ), associated to a stochastic shadowing process Agng With log-normal distribution.

Making reference to the radio propagation model proposed by COST 207 [3] for frequencies in 400 MHz
band (Hata model), the value of y can be considered as a constant that depends on some physical
parameters like BS height, MS height and frequency.

Suitable values for standard deviation of Aghag are shown in table 6.

Table 6: Standard deviation of the power level due to shadowing in different propagation
environments

Propagation Standard
scenario deviation of
Ashad
RA 3
TU 4
BU 5
HT 7
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The path loss formula has a validity range for distances between antennas from some tenth of meters up
to 20 km. In this condition (the "near field" attenuation is represented by Ay and A, respectively for
transmitter and receiver part, and depend on the frequency in use, the heights (H and h) and the shape of
antennas), the received power level P, can be evaluated as function of the transmitted power level Py:

Frec = Pr DAn (H) DAed B Y UAshad
In dBm we obtain:
RecldBni = R[ dBih+ A( W dB- A¢ )h HByO0 Loy <fdg 1dB

The performed simulations consider radio receivers that do not exploit antenna diversity. Moreover,
considered antennas have the same gain figures in transmission and reception.

Previous formulas are valid for the description of the propagation on both uplink and downlink.
In this last formula, Asnag [dB] is a Gaussian stochastic process.
The energy of a single modulation symbol can be represented as Es = Prec * Tsymbol-

Assuming a particular value P; for the deterministic part of P, at distance ry, if far field conditions are
satisfied at a distance r, , the related power value P, can be obtained with the same formula, where Ay,
Arec and Py are the same values as for r; .The comparison between the two formulas allows the evaluation
of P, starting from P; and the ratio between r; and r; the following expression applies:

Op, [0
P,[dBn) = H dBin-100y 01 LOQE%%
1

This expression shows that the wanted signal level is no more dependent on terms due to "near field"
effects and on the absolute distance between MS and BS. The complete expression for the received
power level can be obtained simply adding (in dBs) the shadowing term to P-.

Starting from the previous assumptions, the cell radius can be determined as the maximum distance
between MS and BS where the power received by the mobile is equal to the reference sensitivity level plus
a margin which takes into account shadowing and fading processes. The width of this margin determines
the probability for the received signal power level to be above the reference sensitivity level. It is called
"Location probability”. In this condition, and making reference to the previous equations, the cell radius for
the simulations is considered normalized to 1. The actual value of cell radius can be determined taking
into account the conditions needed to obtain the Location probability in the appropriate propagation
environment.

The static Es/N, (without taking into account fading and shadowing processes) is assumed equal on both
MS and BS sides during a MAC block transmission. The power control, when active, modifies the Es/N,
uplink value compared to the correspondent downlink value.

The open loop power control process on the MS operates as a function of the received radio signal from
the BS. Measured power level is an average of different signal samples taken over a time period; fading
effects are filtered by this averaging process; it is assumed that the measured power level is the static
E</No (without taking into account fading and shadowing processes). A power control threshold is fixed in
order to reduce the transmitted power level in the MS when the estimated signal received by the BS
exceeds that threshold. In actual simulations a threshold of 22 dBs has been considered. It is a
reasonable value corresponding to a 5 dB margin over the reference sensitivity.
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5.3.7.2 Noise power

It is the radio power in the same band of the wanted transmitted signal due to events that are independent
from TETRA world. The stochastic process related to this kind of events is considered as a white
Gaussian noise with power N (the noise energy related to a single symbol transmission will be
No = N X Tsmso)- Due to the independence of the process from TETRA transmissions, it can be assumed
that the value of N is the same in any area covered by a TETRA system.

53.7.3 Interference power

It is the radio power, I, in the same band of the useful transmitted signal caused by another TETRA
transmission. Due to the independence between the two transmissions, the interfering signal is modelled
as a pseudo random continuous TETRA modulated signal.

The interfering signal can be split into two contributions:

- Co-channel interference I.: it is due to transmissions carried on the same frequency and on the
same timeslot of wanted signal. There are some cases of co-channel interference:

1) signals coming from external cells when frequency reuse algorithms are adopted;
2) simultaneous random access attempts.

If position and speed of interference generators are known, I, could be evaluated as the sum of
power levels received from each generator; the formula for the evaluation of the wanted signal
power can be applied.

- Adjacent channel interference l,q4: it is due to transmissions carried on adjacent frequencies and on
the same timeslot of wanted signal. The TETRA standard fixes an upper boundary on this kind of
interference. Input filters in the receiver will reduce the interference power before signal entrance in
the receiver. The portion of the signal power of adjacent channel transmissions is given as a
function of the Net Filter Discrimination (NFD); for TETRA system (see ETS 300 392-2 [2],
subclause 6.6.2.3) it is more or equal to 64 dB. Therefore, in the propagation model, the amount of
interference power coming from adjacent channels will be at most 64 dB less than the total amount
of adjacent channel power. In the performed simulations the contribution of adjacent channel is
then considered negligible in respect of Co-channel interference.

5.3.7.4 Global evaluation

In clause 4 it has been stated that radio channel performance as a function of thermal noise is similar to
those related to co-channel interference. Starting from this assumption and relating to the previous
paragraphs, the signal-to-overall-noise ratio can take the following shape:

Prec E! rec

IDrec: Prec —_N I
D N+I FRec, Prec
N I

Suitable values for channel performance in this case can be obtained just matching the evaluated ratio
with channel figures as functions of E¢/No .

5.3.7.5 Transmission on a dedicated timeslot
According to the previous descriptions, the result of the transmission simulation is a BER or MER value

obtained from radio channel performance as the correspondent value of the evaluated signal and noise
power level.
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The final step of the radio transmission simulation is the decision about the correctness of the received
signal. MER is the probability to receive a not correct message; a random variable x (uniformly distributed
between 0 and 1) can be drawn and then a decision can be taken as follows:

- X > MER: correct reception;
- X < MER: discarded message.
5.3.7.6 Simultaneous transmissions for random access

The description of simultaneous transmissions on the random access channel requires a particular
remark. There are cases where one colliding signal is correctly decoded by the BS, otherwise the collision
is totally destructive. After the evaluation at the receiver site of power levels related to each colliding
signal, one of them has to be elected as the possible correctly decoded signal. Then, all other signals are
considered as interference power and are included in the I, term. The evaluation of the transmission
performance will then be carried out as for a normal signal. If the interference power is high there is a low
probability to have a successful transmission, otherwise it is possible to have a correct access.

5.4 Description of evaluated parameters

Simulations of each network configuration to be studied are performed in order to give performance
figures as functions of the offered traffic; each user is considered as the minimum amount of traffic that is
offered to the network. Performance is then provided as a function of the number of subscribers inside the
network cell.

In order to clarify the meaning of throughput parameters, figures 72 to 74 show the scheme of the
simulated calls (individual circuit call, group circuit call, individual packet data call), with the detail of the
counters employed for the evaluation. In case of circuit data calls (figures 72 and 73) the operation of
checking system resources covers also the possibility of queuing calls in the system due to the lack of
resources.

In the following paragraphs all the evaluated parameters are described.
The following parameters are analysed independently by the service:
- Average random access time:

- from the user request of a service to the successful reception of the MAC_RESOURCE PDU
with the flag set to random access response. In case of circuit switched calls (voice and
circuit data) this event corresponds to D_CALL_PROCEEDING or D_CONNECT correct
receipt by the accessing mobile. In case of short data transmission the MAC_RESOURCE
confirms also the reserved slots for the further transmission.

- Random access procedure throughput:

- it is defined as the probability of successful random access (see figures 72 to 74 for detailed
description).

For voice and circuit data calls the following parameters are reported:

- average service access time from the request of calling subscriber to the correct reception of
D_CONNECT and D_CONNECT_ACK messages for individual calls and from the request of calling
subscriber to the correct reception of the last transmitted D_CONNECT for group calls;

- GoS at x % of service access time which for the service access time it is the upper limit for the

100 - x % of successful access procedures. Figure 71 illustrates the relationship between Ty ¢, and
GoS;

- radio interface throughput of the service access procedure: it is the probability of having a
successful signalling procedure during call set-up, either successful connection or successful
release; This parameter gives a measure of the radio link and random access quality during a
signalling procedure, independently on the resource allocation in the system;



Page 65
ETR 300-2: May 1997

- system throughput of the service access procedure: it is the probability of having a successful call
connection. In this case all released calls (because called user is busy or because of lack of radio
resources) are considered as failed. It is a measure of the ability of the overall system (radio
interface and resource allocation) to set-up a call;

- average BER on the communication after evaluating the BER for each fragment transmitted, the
parameter is the time average related to the whole duration of a transaction. For group calls the
average will regard the uplink channel of the speaker and the downlink channel of all listeners;

- percentage of reached called users in a group call;

- blocking probability: when the call management strategy can block a call due to the lack of radio
resources (blocking policy or queuing policy with time-out), it is the probability for a circuit call to be
blocked after system resources are checked for availability (see figures 72 and 73 for details). The
blocking probability value is dependent on the amount of resources required by the particular
service transaction. In case of full duplex calls in the same cell site, two traffic channels are
employed for each call, then the blocking probability is higher than the case of half duplex calls;

- average queue time: when the call management strategy puts calls in a queue when resources are
not available, the call set-up procedure is delayed by the hold time in the queue. This parameter
gives a measure of this delay.

For packet data calls the following parameters are considered:

- average service duration time: it is related to the time interval from the call request to the successful
reception of the last fragment;

- GoS at X, of service duration time: it is defined as in the previous paragraphs and it is related to the
complete transmission time;

- throughput of the service procedure: it is the probability of successful data transmission. Referring
to figure 74, this parameter represents both system throughput and radio interface throughput.

Description of GoS(x%)

Probability
distribution
of delay

X%

-
|

Time delay

(100-x)%

Figure 71: Definition of GoS parameter
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Figure 72: Individual circuit call procedure scheme with counters for the evaluation of throughput
parameters
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Figure 73: Group circuit call procedure scheme with counters for the evaluation of throughput
parameters
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Figure 74: Packet data call procedure scheme with counters for the evaluation of throughput
parameters

55 Access protocols and packet data performance
55.1 Introduction

This subclause collects the results of simulations for the performance analysis of a TETRA V+D network.
The evaluated performance has been described in subclause 5.4.

After a short description of the particular assumptions that have been adopted for each scenario
simulation, access procedures for all supported services and short data transmission, that employ Control
Channel, are analysed in different system configurations.

Finally, the analysis of circuit service quality is presented. The transmission on all the traffic channels is
studied in different propagation scenarios. Statistic distribution of BER are given in order to highlight the
probability of having BER below a fixed maximum value. This information is presented for each kind of
Traffic Channel and interleaving depth for some significant propagation environment.

5.5.2 Scenario 1: Urban and sub-urban PAMR network

5.5.2.1 Introduction

This subclause reports the performance and some sensitivity analysis of a significant number of network
configurations, all making reference to scenario 1 (see annex A). As a general criterion, all analysis start

from a reference configuration, changing one parameter each time.

Subclause 5.5.2.2 collects all the particular assumptions that have been done for the implementation of
simulations for scenario 1. The general assumptions on the simulations (as illustrated in subclause 5.3)

apply.

The first analysed configuration investigates the influence of the system data base on the network
performance. Different values and statistic distribution of data base delay are considered and compared.
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The second investigation regards the influence of MCCH structure (control channels allocated) on circuit
service signalling procedures and short data transmission.

In general, when the total amount of traffic is low, a single control channel can be employed as MCCH.

In case of high loads, the MCCH can be supplemented by an additional control channel. The two control
channels can be designed in two ways:

- the second channel as a repetition of the first one, each channel supports all kind of traffic;

- the second channel that supports a different kind of traffic from the first one. Traffic related to
Circuit Services signalling can be divided from the short data transmission and carried by a different
channel.

The two solutions are analysed below in order to provide an estimate of the number of users with a
particular traffic profile that can be served by the network cell.

The final analysis regards the influence of access control parameters (random access and basic link
parameters) on system performance. Starting from the reference network configuration and traffic profiles,
the influence of access control parameters and some network parameters on the system performance is
carried out.

NOTE 1: Due to the high amount of radio resources available in the system, the call set-up
delay is only due to the radio transmission impairments and to the random access
collisions. Call failures are then mainly due to the same cause, with the exception of
blocked calls. For this reason, the throughput performance is reported through both the
blocking probability and the radio interface throughput.

NOTE 2: In general, as a result of simulations, the paging procedure for group calls
(Unacknowledged Downlink transmission) is able to reach more than 99 % of group
members in all the simulated scenarios. For this reason this output parameter is not

presented.
55.2.2 Simulation assumptions for Scenario 1
5.5.2.21 Simulated traffic scenario

Annex A reports a detailed description of different traffic profiles. The results reported in this subclause
are based on scenario 1, that is a public urban network. User spatial distribution has been considered
uniform in the observed network. Table 7 reports the detailed single user traffic profile for scenario 1.
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Table 7: Reference traffic profile for Scenario 1

Service Parameter Reference Scenario 1
M-M individual |Frequency of requests [0,3 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
M-F individual |Frequency of requests 0,9 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
F-M individual [Frequency of requests 0,9 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
M-M group #1 |Frequency of requests 0,045 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
Group size 10
M-M group #2 |Frequency of requests 0,045 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
Group size 20
M-M group #3 |Frequency of requests 0,21 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
Group size 20
M-F individual |Frequency of requests |0,4 calls/h (POISSON)
circuit data call |Call duration 10 Kbytes (FIXED)
F-M individual |Frequency of requests |0,4 calls/h (POISSON)
circuit data call |Call duration 10 Kbytes (FIXED)
M-M group Frequency of requests |0,1 calls/h (POISSON)
circuit data call |Call duration 10 Kbytes
Group size 20
M-F Short Data [Frequency of requests |20 trasm/h
transmission Call duration 100 bytes

Simulated network procedures and reference access parameters

Annex B collects the Message Sequence Charts (MSC) of these procedures in case of positive radio
transmissions. SDL diagrams related to the single network entities are the reference for negative and
erroneous cases. Annex C, D and E report the detailed behaviour of all the network entities in SDL
notation.

The simulated procedures in scenario 1 are the following:

individual voice call from TETRA MS to TETRA MS

individual voice call from TETRA MS to external fixed terminal
individual voice call from external fixed terminal to TETRA MS
group voice call from TETRA MS to a group of TETRA MSs
individual circuit data call from TETRA MS to external fixed terminal

individual circuit data call from external fixed terminal to TETRA MS

(Full duplex);
(Full duplex);
(Full duplex);
(Half duplex);
(Full duplex);

(Full duplex);

group circuit data call from TETRA MS to a group of TETRA MS (Half duplex);

individual packet data call from a TETRA MS to TETRA SwMI.

It is supposed that network cells are not affected by Co-channel interference and are covered through
omni-directional antennas.
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NOTE 1:

NOTE 2:

NOTE 3:

Scenario 1 represents a public network; a suitable strategy for the call management in
case of lack of resources is to block the call. No pre-emption mechanisms have been
considered in these simulations. The adopted strategy consists of immediately
releasing (see annex C, D, E for the call release procedure) the call request when no
resources are available.

Simulated MSs are not able to support parallel transactions. When a new call is
generated by the user and the MS is busy, in case of data services (circuit and packet
calls) the MS puts this parallel transaction in a local queue; in case of voice calls it is
released. When the present transaction is finished the local queue is checked in order
to give service to the queued transactions.

During the call set-up procedure, the TCH assignment policy in the SwMI is an
implementation option; in the standard document two possibilities are given: early
assignment and late assignment. In scenario 1 simulations late assignment has been
adopted.

All network and access control parameters in the reference situation for the simulations are summarized
in table 8. The results have been evaluated for a suitable set of network scenarios that have been derived
by this reference, changing one parameter each time.

The definition of the evaluated performance given in subclause 5.4 applies. In the following subclauses
they are presented for each network configuration. The number of allocated traffic channels has been
evaluated in order to have a low blocking probability (< 5 %) for all the services. Before showing the
overall performance, a table reports the number of allocated channels with the associated blocking
probability of different kind of services:

full duplex calls in the same cell site, requiring 2 TCHSs per call;

half duplex calls or full duplex calls in different cell sites, requiring 1 TCH per call.
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Table 8: Summary of network parameters of the reference scenario 1

Parameter Reference value
Random access: value of the timer|15
regulating the first access attempt (IMM)
Random access: maximum number of|5
access attempts (Nu)
Random access: Back off time (WT) 5 TDMA frames
Random access: Access frame length |10 access opportunities
Basic link: Maximum number of re-|3
transmissions (N.252)
Basic link: Sender retry timer (T.251) 4 TDMA frames
Propagation scenario TU50
Power gap between signals received on|0 dB;
the mobile and on the BS

MS antenna height 15m

User distribution on the cell uniform (flat) distribution
BS antenna height 50 m

Type of cell antenna Omni directional.

Reuse factor 00

Location probability 90 %

Call management policy in case of lack|BLOCKING
of network resources
Number of Control Channels allocated|1

on the cell
Number of Traffic Channels allocated on|Dependent on the target blocking
the cell probability

Number of User Access Sets that are in|1
the coverage area of the cell
Traffic channel used for circuit data|TCH/4,8 with interleaving depth 1
transmission
Access Codes allocation on the Control[A=100 %, B=0 %, C=0 %, D=0 %
Channels

5.5.2.2.3 Confidence analysis for scenario 1 results
All reported results have been evaluated through computer simulations. The obtained results have been
filtered making use of confidence region analysis. After a transitorial time (duration dependent on the
traffic load), each simulation has been analysed in time blocks. The end of simulation is given when all
evaluated results are affected by an error below a suitable threshold. The used thresholds for the final
results are the following:
- Delay values:

- relative error < 5 % of the delay value with probability 99 %;
- throughput and probability values:

- absolute error < 0,01 with probability 99 %.
5.5.2.3 Influence of network data base delays
In the simulated network, a system data base is accessed at the end of the random access and before the
paging procedure in order to obtain the position of the called party or of the called group. It has been

modelled as a delay block, in accordance with subclause 5.3.4.2.

The presence of this delay in the call set-up procedures of circuit switched services (voice and circuit
data) affects the overall delay.

An investigation has been made with two systems, the first with data base, the second without data base.
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In this subclause the influence of the characteristics of the data base on the overall performance has been
studied taking into account a third system whose data base is faster than in the first system.

The sum of two random variables is still a random variable whose statistic distribution is the convolution of
the distributions of the original variables; the mean value of the new variable is the sum of the mean
values of the original variables.

In order to study the influence of this block on the call set-up delays, some simulations have been
performed with different kind of data base characteristics. The following situations have been analysed:

- zero response time;
- response time with uniform distribution between 0,1 and 1,6 s;
- response time with uniform distribution between 0,5 and 2 s.

The examined scenarios have the same user traffic profile and access control parameters. They have
been set in accordance with reference parameters (see subclause 5.4).

In order to illustrate the influence on the statistic distribution of time delays, probability function and
distributions for each type of data base are reported. A population of 250 subscribers in the cell has been
considered; only the individual circuit switched call set-up delay has been illustrated in these figures,
nevertheless all services have been simulated according to the reference traffic profile. Due to particular
techniques employed for the collection of the distribution data, the abscissa of the distributions is in
logarithmic scale.

Figure 75 reports the probability function and the cumulative distribution of individual circuit call set-up
time in case of zero delay data base.

Figure 76 represents the function and the cumulative distribution of individual circuit call set-up time with
the data base characterized by a uniform delay between 0,1 and 1,6 s.

Figure 77 illustrates the function and the cumulative distribution of individual circuit call set-up time with
the data base characterized by a uniform delay between 0,5 and 2 s.

Observing the three figures, the distribution reported in figure 75 is shifted and distorted when data base
delay is considered, as shown in figures 76 and 77

In figures 76 and 77 it is important to see that the distributions are very similar in shape. This confirms the
theoretical analysis, that in fact the delays introduced by the data base have the same distribution centred
on different means. The overall call set-up delay in the second case is seen to be a delayed copy of the
first

NOTE: Distributions are given in logarithmic scale

In the set of performance that is considered, Tqo %, Tos % and To7 o there is a direct expression of the shape
of the statistical distribution of call set-up delay; due to the non-linearity of the convolution, evaluated
values for these parameters are typical for their own particular data base delays.

In order to investigate the distortion of performance curves due to the presence of system data base,
further figures are given. Each of them reports one performance parameter evaluated as a function of cell
population for the different data base characteristics.

Figure 78 reports the random access mean values as a function of cell population and for different data
base characteristics. The influence is negligible because the data base is accessed after random access
and the overall simulated process is stationary.

Figure 79 reports the mean value of call set-up time as a function of the number of users and for different
data base characteristics. In order to make easier comparisons, the call set-up time mean values are
decrement by the mean value of the data base delay. The slight differences between these curves confirm
that the overall mean value is the sum of call set-up and of data base mean delays.



Page 73
ETR 300-2: May 1997

Figures 80 to 82 report respectively the call set-up boundaries Ty %, Tos % and Tg7 o, as a function of cell
population for different data base characteristics. In all cases reported values have been decrement by the
mean value of data base delay in order to make easy comparisons. The effect of data base is a distortion
of the curves: for low levels of offered traffic the differences between the curves reach the maximum
values. For high traffic the differences are less appreciable.

Figures 83 and 84 report respectively the random access throughput and the call set-up throughput. The
effect of the data base characteristic is not significant, nevertheless it is visible. These differences can be
explained by some difference in the behaviour of signalling procedures. For long data base delays, the
random access procedure is only concluded by the D_CALL_PROCEEEDING message from the network.
When this delay becomes short, this procedure can also be concluded by a D_CONNECT message. For
this reason in case of very fast data base, throughput for both random access and call set-up is better
than for slow systems.

Table 9 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported values are valid for each data base performance figure.

Table 9: Blocking probability for the simulated configurations

Number of users

Number of allocated
TCHs
(Frequency Carriers)

Blocking probability of
services requesting two
TCHs

Blocking probability of
services requesting one
TCH

100 7(2) 2% 0,5 %
250 11 (3) 4% 1,5 %
500 19 (5) 2% 1%
750 23 (6) 2,5 % 1%
1000 23 (6) 5 % 2%

In the following subclauses performance of network protocols and services is evaluated. In all cases the
reported call set-up delay values have been decrement by the mean value of the data base delay.
Nevertheless the results in this subclause show that if a different kind of data base is introduced in the
network, only mean values can be linearly obtained; the delay boundaries for call set-up time have to be
evaluated more carefully due to the non linear consequence of convolution on the statistical distributions.
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Figure 75: Probability function and cumulative distribution of call set-up time with zero delay data
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Figure 77: Probability function and cumulative distribution of call set-up time with data base delay
uniformly distributed between 0,5 and 2 s
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Figure 78: Comparison of random access mean value for different characteristics of system data
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Figure 79: Comparison of call set-up mean value for different characteristics of system data base
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Figure 80: Comparison of call set-up  Tqq ¢ for different characteristics of system data base (curves
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Figure 81: Comparison of call set-up  Tgs 4, for different characteristics of system data base (curves
for delay in 0,5-2 s and in 0,1 - 1,6 overlap)
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Figure 82: Comparison of call set-up  Tg7 ¢ for different characteristics of system data base (curves
for delay in 0,5-2 s and in 0,1 - 1,6 overlap)
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55.2.4 Main control channel allocation
55.24.1 Single MCCH

In order to evaluate the capacity of a single Control Channel, a set of different traffic profiles has been
analysed. The initial single user traffic profile (see table 7) has been modified in order to have a significant
number of traffic profiles, characterized by a different composition of circuit services and short data
transmission.

The traffic profile for circuit services has been kept the same of the reference configuration. The four
traffic profiles have been obtained for different levels of Short Data transmission requests. Table 10
summarizes the analysed traffic profiles.

The following figures report the performance in case of a single Control Channel. Network configuration
and access control parameters are kept as in the reference configuration illustrated in table 8. Figures
show the performance of service access as a function of the cell population. For each traffic profile, the
analysis regards all the supported service categories (individual circuit calls, group circuit calls, short data
transmission). For a given configuration and traffic profile, the random access procedure is the same for
all the supported services. For this reason group calls and individual calls present the same random
access performance. In order to show the most significant performance, individual call set-up and short
data transmission are examined. Each figure reports delays and throughput of a single access procedure.
In accordance with subclause 5.5.2.2 all circuit service set-up times (mean value and T, o ) are
represented subtracting the mean value of the system data base delay.

It is important to observe that two populations with the same number of users but different traffic profiles
generate a different amount of offered traffic. As a consequence, fixing some performance thresholds
(maximum delay or minimum throughput) on the signalling procedures, the maximum population that a
cell can support is different depending on the traffic profile. For this reason the abscissa of the figures is
different depending on the traffic profile that is analysed.

Table 10: Summary of the traffic profiles employed for the study of the single MCCH

Scenario
Service Parameter 1A | 1B | 1C | 1D (REF)
M-M individual  |Frequency of requests 0,3 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
M-F individual Frequency of requests 0,9 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
F-M individual Frequency of requests 0,9 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
M-M group #1  |Frequency of requests 0,045 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
Group size 10
M-M group #2  |[Frequency of requests 0,045 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
Group size 20
M-M group #3  |Frequency of requests 0,21 calls/h (POISSON)
voice call Call duration 20 - 40 s (UNIF)
Group size 20
M-F individual Frequency of requests 0,4 calls/h (POISSON)
circuit Data call  |Call duration 10 Kbytes (FIXED)
F-M individual Frequency of requests 0,4 calls/h (POISSON)
circuit Data call  |Call duration 10 Kbytes (FIXED)
M-M group Frequency of requests 0,1 calls/h (POISSON)
circuit Data call  |Call duration 10 Kbytes
Group size 20
M-F Short Data |Frequency of requests |5 trasm/h 10 trasm/h |15 trasm/h |20 trasm/h
transmission Call duration 100 bytes 100 bytes  [100 bytes  [100 bytes
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The following figures report the performance of individual voice or circuit data call set-up procedures and
of short data transmission (Mobile to Network). Each figure presents the delays (mean value and delay
boundaries) and the throughput for each service and scenario. Due to the good quality of the radio link, all
curves related to the throughput of random access and call set-up procedure overlap.

Figures 85 and 86 illustrate the performance respectively of Mobile to Mobile voice (or circuit data) call
and Short Data transmission in case of single user traffic profile '1A' as reported table 10.

Figures 87 and 88 illustrate the performance respectively of Mobile to Mobile voice (or circuit data) call
and Short Data transmission in case of single user traffic profile '1B' as reported table 10.

Figures 89 and 90 illustrate the performance respectively of Mobile to Mobile voice (or circuit data) call
and Short Data transmission in case of single user traffic profile '1C' as reported table 10.

Figures 91 and 92 illustrate the performance respectively of Mobile to Mobile voice (or circuit data) call
and Short Data transmission in case of single user traffic profile '1ID' as reported table 10. These
performance are related to the reference configuration defined in subclause 5.4. They are reported for
completeness also in this subclause.

Observing the reported figures, the control channel capacity decreases when the short data transmission
frequency increases. This is strongly related to the user traffic profile and particularly to the length of
transmitted messages (100 bytes require at least 7 uplink reserved slots). On the other side the circuit
services set-up procedures require less channel capacity, then the most important contribution to the
traffic is due to the short data transmission.

Table 11 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported blocking probability values are shown for each analysed scenario.

Table 11: Blocking probability for the simulated configurations

Scenario | Number of Number of allocated Blocking probability of Blocking probability of
users TCHs services requesting services requesting one
(Frequency Carriers) two TCHs TCH
1000 23 (6) 2,7 % 1,1%
1 500 43 (11) 2,5 % 1%
1A 2 000 51 (13) 4,5 % 2%
2 500 63 (16) 2% 1%
3000 75 (19) 0,5 % 0,2 %
500 19 (5) 2% 0,5 %
750 23 (6) 5% 2%
1B 1000 31 (8) 2,6 % 1,1%
1250 43 (11) 0,2 % 0,1%
1 500 39 (10) 3% 1%
100 7(2) 2% 0,5 %
250 11 (3) 3,5% 15%
1C 500 19 (5) 2% 1%
750 23 (6) 4% 2%
1000 31 (6) 1% 0,3 %
100 7(2) 2% 0,5 %
250 11 (3) 4% 1,5%
1D 500 19 (5) 2% 1%
750 23 (6) 2,5 % 1%
1000 23 (6) 5% 2%
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Figure 85: Individual M-M voice or circuit data call performance for scenario 1A (throughput
curves overlap)
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Figure 86: Individual M-F short data transmission performance for scenario 1A (throughput curves
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Figure 87: Individual

M-M voice or circuit data call performance for scenario 1B (throughput
curves overlap)

6m 100
>
L T L E TR CLLLEE LT R T P PR L 95
4
B m e m e e e T e e T e N m e T e e L 90
N
f'”ia 85
g
[
(s}

500

1000 1250 1500

Population (number of users)

—%—Random access mean value

—*— Call set-up mean value —€—190% —+—195% ——197% —#— Random access throughput —&— Call set-up throughput

Figure 88: Individual M-F short data transmission performance for scenario 1B (throughput curves
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Figure 91: Individual M-M voice or circuit data call performance for scenario 1D (reference)
(throughput curves overlap)
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55.24.2 Multiple MCCH

In case of a MCCH that consists of two control channels, it is relevant to study the possibility of splitting
the total amount of traffic depending on the traffic type.

In this subclause the situation of two channels that carry all kind of services is not analysed, because it
can be derived from the preceding results (see subclause 5.5.2.3.1).

For the case of different control channels two situations have been studied:

- Circuit service signalling traffic (individual voice call, group voice call, individual circuit data call and
group circuit data call) without short data transmission;

- Short Data transmission without circuit service signalling.

The network configuration has been considered the same as defined in table 10. The traffic profile of
users has been directly taken from the reference scenario. Table 13 reports the analysed traffic profiles.

Figure 93 reports the performance as a function of the number of users in the cell in case of a channel
where only circuit service signalling is supported. As shown in table 13, circuit switched services comprise
voice and circuit data services, with the possibility of both group and individual calls. All kind of services
and their related signalling procedures have been considered in the study, however, only the individual
Mobile to Mobile call is presented in accordance with the previous considerations. All circuit service set-up
times (mean value and T4« ) are represented subtracting the mean value of the system data base delay.

Figure 94 presents the performance related to the short data transmission only (scenario 1F).

These figures highlight the difference in control channel capacity when circuit services or short data
transmission are considered (see subclause 5.5.2.3.1).

Table 12 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported blocking probability values are shown for the scenario 1E. Scenario 1F has not any
circuit service simulated, then no blocking probability can be evaluated.

Table 12: Blocking probability for the simulated configurations

Scenario | Number of Number of allocated Blocking probability of Blocking probability of
users TCHs services requesting two [services requesting one
(Frequency Carriers) TCHs TCH

10 000 227 (57) 2,7% 15%
15 000 323 (81) 4,25 % 2,46 %

1E 20 000 423 (106) 4,23 % 2,7 %
25 000 499 (125) 2,47 % 15%
30 000 499 (125) 1,5 % 0,8 %
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Table 13: Traffic profiles for the analysis of multiple Control Channels

Scenario

Service Parameter 1E 1F

M-M individual voice call Frequency of requests 0,3 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)

M-F individual voice call Frequency of requests 0,9 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)

F-M individual voice call Frequency of requests 0,9 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)

M-M group #1 voice call |Frequency of requests 0,045 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)

Group size 10

M-M group #2 voice call |Frequency of requests 0,045 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)

Group size 20

M-M group #3 voice call |Frequency of requests 0,21 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)

Group size 20

M-F individual Frequency of requests 0,23 calls/h (POISSON) ---
circuit Data call Call duration 10 Kbytes (FIXED)

F-M individual Frequency of requests 0,23 calls/h (POISSON) ---
circuit Data call Call duration 10 Kbytes (FIXED)
M-M group Frequency of requests 0,06 calls/h (POISSON) ---

circuit Data call Call duration 10 Kbytes
Group size 20
Short Data transmission Frequency of requests 20 trasm/h
Call duration 100 bytes
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Figure 93: Individual M-M voice or circuit data call performance for scenario 1E (throughput
curves overlap)
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Figure 94: Individual M-F short data transmission performance for scenario 1F (throughput curves
overlap)

5.5.25 Sensitivity to access control parameters and system configuration

Performance of signalling protocols and short data transmission is influenced by the choice of access
protocol parameters and system configuration. In this clause the results of sensitivity analysis are reported
in order to give some information about the influence of these parameters on the performance.

After a short presentation of the performance related to the reference configuration (see subclause 5.4),
the consequences due to the change of parameters are reported. Parameters are changed one by one in
order to select the wanted effect. The following list summarizes the parameters that are analysed:

- random access retry timer;

- maximum number of re-transmissions of the random access protocol;

- random access frame length;

- maximum number of re-transmissions of the basic link;

- random access technique.

5.5.2.5.1 Reference configuration

The reference configuration for all the simulations is described in general in subclause 5.4 and in detail in

subclause 5.5.2.2. The figures are the same as in the previous analysis. For completeness they are
reported at the beginning of the whole sensitivity analysis.
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Figure 95: Individual M-M voice or circuit data call performance for the reference scenario
(throughput curves overlap)
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Figure 96: Individual M-F short data transmission performance for the reference scenario
(throughput curves overlap)
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5.5.2.5.2 Influence of random access retry timer

The following analysis aims to study the influence of the value of the random access retry timer on the
overall performance. This parameter, WT, (see ETS 300 392-2 [2]) is sent in the ACCESS DEFINE PDU
from the network to the MSs. It is the number of TDMA frames that an accessing MS waits before
beginning a new access re-transmission. Standard values are in the range 1-15.

Figures have been obtained for different values of WT parameter (1-5-10-15).

Figures 97 and 98 report respectively the mean value of delay and the throughput of the random access
delay.

Figures 99 and 100 show the mean value of delay and the throughput of the individual M-M circuit
switched call set-up procedure. Figure 101 reports the Tg5 ¢, boundary delay for the same procedure.

Figures 102 and 103 show the mean value of delay and the throughput of the individual M-F short data
transmission procedure. Figure 104 reports the 195 ¢, boundary delay for the same procedure.

Performance of different configuration show that only the random access delay is affected by the
parameter WT. Call set-up delays are simply a shifted copy of the random access delay. The difference is
bigger in case of high traffic load because of the high probability of re-transmissions.

It is important to observe that these results have been evaluated for a stationary system. In case of traffic
peaks these values can change due to transitorial phenomena. For this reason, when a suitable value of
WT has to be chosen for a particular cell, these transitorial phenomena have to be taken into account.

Table 14 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported blocking probability values are not dependent on the particular value of parameter
WT.

Table 14: Blocking probability for the simulated configurations

Number of users

Number of allocated
TCHs

Blocking probability of
services requesting two

Blocking probability of
services requesting one

(Frequency Carriers) TCHs TCH
100 7(2) 2% 0,5%
250 11 (3) 4% 1,5 %
500 19 (5) 2% 1%
750 23 (6) 2,5 % 1%
1000 23 (6) 5% 2%
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Figure 97: Random access mean delay versus number of users for different values of the
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Figure 98: Random access throughput versus number of users for different values of the
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Figure 99: Individual M-M circuit switched call set-up mean delay versus number of users for
different values of the retransmission timer WT
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Figure 100: Individual M-M circuit switched call set-up throughput versus number of users for
different values of the retransmission timer WT (all curves overlap)
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Figure 101: Individual M-M circuit switched call set-up

Tgs o DOundary delay versus number of
users for different values of the retransmission timer WT

4.5

3.5 4

Delay ( sec.)

I
2]
'

1.5 1

0.5 g

—— WT = 1 TDMA frame
—#- WT =5 TDMA frame
—&— WT = 10 TDMA frame
—»%— WT = 15 TDMA frame

24

Population ( Number of users )

1000

Figure 102: Individual M-F short data transmission mean delay versus number of users for
different values of the retransmission timer WT
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Figure 103: Individual M-F short data transmission throughput versus number of users for
different values of the retransmission timer WT (all curves overlap)
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Figure 104: Individual M-F short data transmission Tgs o, Doundary delay versus number of users
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5.5.2.5.3 Influence of random access maximum number of re-transmissions (Nu)

The following analysis aims to study the influence of the value of the maximum number of
re-transmissions allowed for random access on the overall performance. This parameter, N,, (see

ETS 300 392-2 [2]) is sent in the ACCESS DEFINE PDU from the network to the MSs. Standard values
are in the range 0-15.

Figures have been obtained for different values of N, parameter (0-5-10-15).

Figures 105 and 106 report respectively the mean value of delay and the throughput of the random access
delay.

Figures 107 and 108 show the mean value of delay and the throughput of the individual M-M circuit
switched call set-up procedure. Figure 109 reports the Tg5 ¢, boundary delay for the same procedure.

Figures 110 and 111 show the mean value of delay and the throughput of the individual M-F short data
transmission procedure. Figure 112 reports the 195, boundary delay for the same procedure.

Both delay and throughput of random access procedure (and consequently of call set-up procedures) are
sensitive to a change of the maximum number of random access re-transmissions (Nu). The difference in
delays becomes evident when re-transmissions are more frequent. The Nu parameter represents in this
case a limitation for both delay and throughput. Higher is Nu and higher are delays but also throughput.

It is interesting to observe the case with Nu = 0 (no re-transmissions). The reported delays are almost
constant; when the random access is successfully performed only one transmission attempt is made,
independently by the total amount of traffic. The correspondent throughput is linearly linked to the offered
traffic. The overall performance for Nu = 0 is poor if compared with the reference configuration.

It is important to observe that these results have been evaluated for a stationary system. In case of traffic
peaks these values can change due to transitorial phenomena. For this reason, when a suitable value of
Nu has to be chosen for a particular cell, these transitorial phenomena have to be taken into account.

Table 15 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported blocking probability values are not dependent on the particular value of parameter
Nu.

Table 15: Blocking probability for the simulated configurations

Number of users

Number of allocated
TCHs

Blocking probability of
services requesting two

Blocking probability of
services requesting one

(Frequency Carriers) TCHs TCH
100 7(2) 2% 0,5 %
250 11 (3) 4% 15%
500 19 (5) 2% 1%
750 23 (6) 2,5% 1%
1000 23 (6) 5% 2%




Page 95
ETR 300-2: May 1997

Delay ( sec.)

4.5 1

——Nu=0
—#- Nu=5(REF)
—&—Nu=10
——Nu=15

3.5 4

I
2]
'

24

1.5 4

0.5 4

0+

100

1000

N
g +e
o

Population ( Number of users )

Figure 105: Random access mean delay versus number of users for different values of the
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Figure 106: Random access throughput versus number of users for different values of the
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Figure 107: Individual M-M circuit switched call set-up mean delay versus number of users for
different values of the maximum number of re-transmissions in the random access Nu
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Figure 108: Individual M-M circuit switched call set-up throughput versus number of users for
different values of the maximum number of re-transmissions in the random access Nu
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Figure 109: Individual M-M circuit switched call set-up Tos o DOundary delay versus number of
users for different values of the maximum number of re-transmissions in the random access Nu
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Figure 110: Individual M-F short data transmission mean delay versus number of users for
different values of the maximum number of re-transmissions in the random access Nu
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Figure 111: Individual M-F short data transmission throughput versus number of users for
different values of the maximum number of re-transmissions in the random access Nu
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5.5.2.5.4 Influence of random access frame length

The following analysis aims to study the influence of the value of the random access frame length on the
overall performance. This parameter is the dimension of the random access frame (a set of random
access opportunities) and consists of the association of two other parameters:

1) the base frame length sent in the ACCESS ASSIGN PDU (logical channel AACH) in the first access
opportunity (see ETS 300 392-2 [2]) of the random access frame;

2) the frame length factor, that is sent in the ACCESS DEFINE PDU.

The access frame length is given by the product of the two parameters. When a new random access
attempt has to take place, the MS draws lots the transmission slot within this frame (see
ETS 300 392-2 [2]).

Standard values are in the range 0-124. Not all values are allowed (see ETS 300 392-2 [2],
subclause 21.4.7).

Figures have been obtained for different values of frame length (1-10-40-80-124).

Figures 113 and 114 report respectively the mean value of delay and the throughput of the random access
delay.

Figures 115 and 116 show the mean value of delay and the throughput of the individual M-M circuit
switched call set-up procedure. Figure 117 reports the 195 ¢, boundary delay for the same procedure.

Figures 118 and 119 show the mean value of delay and the throughput of the individual M-F short data
transmission procedure. Figure 120 reports the tg5 ¢, boundary delay for the same procedure.

Both random access delay and throughput (and consequently call set-up delays and throughput for circuit
calls and for short data transmission) are sensitive to the access frame length. Longer is the access
frame, longer is the random access delay and higher is the throughput. Because of the random access
procedure definition (see ETS 300 392-2 [2], subclause 23.5) a wide access frame reduces the probability
of collision for access re-transmissions (then higher throughput), but delays are increased.

In the reported figures the difference in delays becomes higher and higher for increasing values of traffic.
This can be explained with the presence of short data transmission service; with high traffic loads, the
percentage of reserved uplink slots on the control channel is high. As a consequence, access
opportunities are few and the effective duration of an access frame increases with traffic load.

It is important to observe that these results have been evaluated for a stationary system. In case of traffic
peaks these values can change due to transitorial phenomena. For this reason, when a suitable value of
the access frame length has to be chosen for a particular cell, these transitorial phenomena have to be
taken into account. The unstable behaviour of delays shows that in case of traffic peaks the delays can
reach very high values. It is then important to foresee a management procedure that changes the frame
length in order to minimize the impact of traffic peaks.

Table 16 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported blocking probability values are not dependent on the particular value of the random
access frame.
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Table 16: Blocking probability for the simulated configurations

Number of users | Number of allocated Blocking probability of Blocking probability of
TCHs services requesting two services requesting one
(Frequency Carriers) TCHs TCH
100 7(2) 2% 0,5 %
250 11 (3) 4% 15%
500 19 (5) 2% 1%
750 23 (6) 2,5% 1%
1000 23 (6) 5% 2%
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Figure 113: Random access mean delay versus number of users for different values of the random

access frame length
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Figure 114: Random access throughput versus number of users for different values of the random
access frame length
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Figure 115: Individual M-M circuit switched call set-up mean delay versus number of users for

different values of the random access frame length
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Figure 116: Individual M-M circuit switched call set-up throughput versus number of users for
different values of the random access frame length
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Figure 117: Individual M-M circuit switched call set-up Tgs o, DOundary delay versus number of
users for different values of the random access frame length
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Figure 118: Individual M-F short data transmission mean delay versus number of users for
different values of the random access frame length
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Figure 119: Individual M-F short data transmission throughput versus number of users for
different values of the random access frame length
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Figure 120: Individual M-F short data transmission Tgs o DOundary delay versus number of users
for different values of the random access frame length

5.5.255 Influence of basic link maximum number of re-transmissions

The following analysis aims to study the influence of the maximum number of attempts in Basic Link
transmissions (timer N.252, see ETS 300 392-2 [2], annex A).

Standard values are in the range 1-5.

Figures have been obtained for different values of the maximum number of re-transmissions on basic link
(1-3-5).

Figures 121 and 122 report respectively the mean value of delay and the throughput of the random access
delay.

Figures 123 and 124 show the mean value of delay and the throughput of the individual M-M circuit
switched call set-up procedure. Figure 125 reports the Tg5 ¢, boundary delay for the same procedure.

Figures 126 and 127 show the mean value of delay and the throughput of the individual M-F short data
transmission procedure. Figure 128 reports the 195 ¢, boundary delay for the same procedure.

This parameter affects the performance of the set-up procedures after the random access. Then, random
access performance is not affected by changing N.252. Due to the good quality of the radio links (90 %
Location Probability) the delays are not strongly affected.

Nevertheless the call set-up throughput (for both circuit calls and short data transmissions) is low when
N.252 is 1. It is the case when LLC sends the BL_DATA PDU just once, without re-transmissions. This
means a paging procedure and a CONNECT message transmission with only one attempt.

Despite of a good quality radio channel, the probability of failure of the call set-up procedure is given by
the sum of the failure probability of paging transmission, CONNECT message transmission and
CONNECT-ACK transmission.
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It is important to observe that these results have been evaluated for a stationary system. In case of traffic
peaks these values can change due to transitorial phenomena. For this reason, when a suitable value of
N.252 has to be chosen for a particular cell, these transitorial phenomena have to be taken into account.

Nevertheless the influence of this parameter on the performance is not strong, then this parameter can be
kept constant.

Table 17 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported blocking probability values are not dependent on the particular value of the
maximum number of retransmission's for the basic link.

Table 17: Blocking probability for the simulated configurations

Number of users

Number of allocated
TCHs
(Frequency Carriers)

Blocking probability of
services requesting two
TCHs

Blocking probability of
services requesting one
TCH

100 7 (2) 2% 0,5 %
250 11 (3) 4% 1,5 %
500 19 (5) 2% 1%
750 23 (6) 2,5 % 1%
1 000 23 (6) 5% 2 %
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Figure 121: Random access mean delay versus number of users for different values of the basic
link maximum number of re-transmissions
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Figure 122: Random access throughput versus number of users for different values of the basic
link maximum number of re-transmissions
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Figure 123: Individual M-M circuit switched call set-up mean delay versus number of users for
different values of the basic link maximum number of re-transmissions
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Figure 124: Individual M-M circuit switched call set-up throughput versus number of users for
different values of the basic link maximum number of re-transmissions
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Figure 125: Individual M-M circuit switched call set-up Tgs o, DOundary delay versus number of
users for different values of the basic link maximum number of re-transmissions
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Figure 126: Individual M-F short data transmission mean delay versus number of users for
different values of the basic link maximum number of re-transmissions
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Figure 127: Individual M-F short data transmission throughput versus number of users for
different values of the basic link maximum number of re-transmissions
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Figure 128: Individual M-F short data transmission Tgs o DOundary delay versus number of users
for different values of the basic link maximum number of re-transmissions

5.5.2.5.6 Influence of random access technique

The following analysis aims to study the influence of the random access technique on the overall
performance.

Making reference to ETS 300 392-2 [2], subclause 23.5.1, two technigues can be identified depending on
the scheduling policy of random access frames on the common control channel:

- rolling access frames:

- each access opportunity is considered the beginning of a new access frame;

- discrete access frames:

- access frames are put in sequence. A new access frame can start only when the preceding
frame has finished.

The flexible method that is used by the BS to allocate the access frames (ACCESS ASSIGN PDUs on
AACH) allows all kind of intermediate techniques. In this subclause only the two main techniques are
considered.

Figures 129 and 130 report respectively the mean value of delay and the throughput of the random access
delay.

Figures 131 and 132 show the mean value of delay and the throughput of the individual M-M circuit
switched call set-up procedure. Figure 133 reports the 1g5 ¢, boundary delay for the same procedure.

Figures 134 and 135 show the mean value of delay and the throughput of the individual M-F short data
transmission procedure. Figure 136 reports the Tqs5 ¢, boundary delay for the same procedure.

The random access technique affects both random access delay and throughput (and consequently call
set-up delays for circuit calls and short data transmission). The difference is low, but it is amplified for high
traffic loads.



Page 110
ETR 300-2: May 1997

This effect can be explained with the presence of short data transmission; during the random access
procedure, the accessing MS starts counting the access opportunities after the beginning of an access
frame. In case of discrete access frame, on the average this waiting time is equal to a half of an access
frame duration. For rolling access frames this waiting time is limited to the half of the average time
between access opportunities. When access opportunities are few due to a high number of reserved slots
(high traffic load) the effective duration of an access frame increases more than the distance between
access opportunities; consequently the difference of delay performance between the two techniques is
more evident.

It is important to observe that these results have been evaluated for a stationary system. In case of traffic
peaks these values can change due to transitorial phenomena. For this reason, when a suitable random
access technique has to be chosen for a particular cell, these transitorial phenomena have to be taken
into account.

Table 18 reports the number of TCHs allocated to the simulated cell in order to give a low blocking
probability for all services. Two categories of services are reported depending on the number of channels
required. The reported blocking probability values are not dependent on the particular random access
technique.

Table 18: Blocking probability for the simulated configurations

Number of users | Number of allocated Blocking probability of Blocking probability of
TCHs services requesting two services requesting one
(Frequency Carriers) TCHs TCH

100 7(2) 2% 0,5 %

250 11 (3) 4% 15%

500 19 (5) 2% 1%

750 23 (6) 2,5 % 1%
1000 23 (6) 5% 2 %

—— Discrete access frame
=~ Rolling access frame (REF)
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Figure 129: Random access mean delay versus number of users for different access techniques
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Figure 130: Random access throughput versus number of users for different access techniques
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Figure 131: Individual M-M circuit switched call set-up mean delay versus number of users for
different access techniques
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Figure 132: Individual M-M circuit switched call set-up throughput versus number of users for
different access techniques
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Figure 133: Individual M-M circuit switched call set-up Tos o, DoOundary delay versus number of
users for different access techniques
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Figure 134: Individual M-F short data transmission mean delay versus number of users for
different access techniques
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Figure 135: Individual M-F short data transmission throughput versus number of users for
different access techniques
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Figure 136: Individual M-F short data transmission Tgs o DOundary delay versus number of users
for different access techniques

5.5.3 Scenario 8: Urban and sub-urban PMR network

55.3.1 Introduction

This subclause reports the performance and some sensitivity analysis of a significant number of network
configurations, all making reference to scenario 8 (see annex A).

NOTE 1:  The simulated traffic profile has been derived from scenario 8, however some
characteristics can be different. For this reason the simulation results are valid for the
simulated scenario, that is described in this subclause.

Subclause 5.5.3.2 collects all the particular assumptions that have been done for the implementation of
simulations for scenario 8. The general assumptions on the simulations (as illustrated in subclause 5.3)

apply.

After a presentation of the performance for the reference configuration of scenario 8, the following
subclauses report some investigations about the influence of network parameters and management

strategies:

The first group of investigations analyses some different traffic profiles, each one derived from the
reference scenario 8:

- analysis of different values of packet data service profile generated by the single user;
- analysis of different amount of Dispatcher traffic;
- analysis of different service priorities distributions;

- impact of full duplex individual calls on the overall performance.
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The second group analyses the influence of some call management policy parameters on the overall
performance:

- analysis of different values of cell allocated TCHs;

- analysis of varying the maximum hold time in priority queues.

NOTE 2: In general, the low amount of radio resources makes the priority queuing delay the
heaviest part of the call set-up delay, and the failures of calls for long holding in queue
the most frequent cause of call failure. For this reason only the system throughput is
presented. The radio interface throughput is always high.

5.5.3.2 Simulation assumptions for Scenario 8
5.5.3.2.1 Simulated traffic scenario

Annex A reports a detailed description of different traffic profiles. The results reported in this subclause
are based on scenario 8, that is a Private urban network. User spatial distribution has been considered
uniform in the observed network. Table 19 reports the detailed single user traffic profile employed in

simulations of scenario 8. Reference call priorities distribution is given in table 20.

Table 19: Reference traffic profile for Scenario 8 (scenario 8A)

Service Parameter Reference Scenario 8
M-M individual voice call Frequency of requests 0,324 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
M-F individual voice call Frequency of requests 0,756 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
F-M individual voice call Frequency of requests 0,756 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
M-M group #1 voice call Frequency of requests 0,72 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 10
Dispatcher-M group #1 voice call Frequency of requests 0,72 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 10
M-M group #2 voice call Frequency of requests 0,36 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 15
Dispatcher-M group #2 voice call Frequency of requests 0,36 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 15
M-M individual circuit data call Frequency of requests 0,2 calls/h (POISSON)
Call duration 2 Khytes (FIXED)
M-F individual circuit data call Frequency of requests 0,5 calls/h (POISSON)
Call duration 2 Khytes (FIXED)
F-M individual circuit data call Frequency of requests 0,5 calls/h (POISSON)
Call duration 2 Khytes (FIXED)
M-M group #1 circuit data call Frequency of requests 0,2 calls/h (POISSON)
Call duration 2 Khytes (FIXED)
Group size 10
M-M group #2 circuit data call Frequency of requests 0,1 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
Group size 15
Short Data transmission Frequency of requests 10 trasm/h (POISSON)
Call duration 100 bytes (FIXED)
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Table 20: Priority distribution for the reference configuration of scenario 8

Service Pre-emptive priority  Priority #1  Piority #2

Voice 1% 10 % 89 %
Circuit data --- 10 % 90 %
5.5.3.2.2 Simulated network procedures and reference access parameters

Annex B collects the MSCs of the TETRA signalling procedures employed in the simulations in case of
positive radio transmissions. SDL diagrams related to the single network entities are the reference for
negative and erroneous cases. Annex C, D and E report the detailed behaviour of all the network entities
in SDL notation.

The simulated procedures in scenario 8 are the following:

- individual voice call from TETRA MS to TETRA MS (Half and Full duplex);

- individual voice call from TETRA MS to external fixed terminal (Half and Full duplex);

- individual voice call from external fixed terminal to TETRA MS (Half and Full duplex);

- group voice call from TETRA MS to a group of TETRA Mss (Half duplex);

- group voice call from Dispatcher to a group of TETRA Mss (Half duplex);

- individual circuit data call from TETRA MS to TETRA MS (Half and Full duplex);

- individual circuit data call from TETRA MS to external fixed terminal  (Half and Full duplex);
- individual circuit data call from external fixed terminal to TETRA MS  (Half and Full duplex);
- group circuit data call from TETRA MS to a group of TETRA MS (Half duplex);

- group circuit data call from Dispatcher to a group of TETRA MS (Half duplex);

- individual packet data call from a TETRA MS to TETRA MS.

It is supposed that the network cells are not affected by Co-channel interference and are covered through
omni-directional antennas.

NOTE 1: Scenario 8 represents a private network, then a suitable strategy for the call
management in case of lack of resources is to queue the calls in the SwMI until some
resources become available. A priority scheme has been associated with the call
gueue. TETRA standard allows up to 8 priority levels plus pre-emptive priority. In the
simulations the priority scheme can be represented as in figure 137. A queue is active
for each priority level. When some resources become available the system polls the
gueues in descending order of priority and gives service to the first found call. Pre-
emptive priority calls are put in a separate queue and are usually served immediately:
the eldest and the lowest priority active call in the system is disconnected by the
system and its resources given to the new call. A timer is associated with each queued
call. When the hold time is longer than a fixed threshold, the call is released (see
annex C, D, E for the call release procedure). In the simulations the threshold is the
same for every priority level.

NOTE 2: Simulated MSs are not able to support parallel transactions. When a new call is
generated by the user and the MS is busy, the new transaction is cancelled.

NOTE 3: During the call set-up procedure, the TCH assignment policy in the SwMI is an
implementation option; in the standard document two possibilities are given: early
assignment and late assignment. In scenario 8 simulations late assignment has been
adopted.
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NOTE 4:

In the case of M-M packet data service, the downlink transmission to the called user is
done only when the MCCH has no other signalling procedures pending. This

assumption is in order to give priority to the circuit call set-up procedures, that already
suffer from the delays of queuing mechanism.

All network and access control parameters in the reference situation for the simulations are summarized

reference configuration.

in table 21. The results have been evaluated for a suitable set of network scenarios, derived by this

The definition of the evaluated performance given in subclause 5.4 apply.
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Figure 137: Call management policy with priority for scenario 8
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Table 21: Summary of network parameters of the reference scenario 8

Parameter Reference value
Random access: value of the timer regulating the first|15
access attempt (IMM)
Random access: maximum number of access attempts|5
(Nu)
Random access: Back off time (WT) 5 TDMA frames
Random access: Access frame length 10 access opportunities
Basic link: Maximum number of re-transmissions (N.252) |3
Basic link: Sender retry timer (T.251) 4 TDMA frames
Propagation scenario TU50
Power gap between signals received on the mobile and on|0 dB;
the BS
MS antenna height 15m
User distribution on the cell uniform (flat) distribution
BS antenna height 30m
Type of cell antenna Omni directional.
Reuse factor 0
Location probability 90 %
Call management policy in case of lack of network| QUEUING with priorities and
resources maximum hold time 100 TDMA
frames (see figure 137)
Number of Control Channels allocated on the cell 1
Number of Traffic Channels allocated on the cell 7
Number of User Access Sets that are in the coverage|l
area of the cell
Traffic channel used for circuit data transmission TCH/4,8 with interleaving depth 1
Access Codes allocation on the Control Channels A=100 %, B=0 %, C=0 %, D=0 %
5.5.3.2.3 Confidence analysis for scenario 8 results

The simulation results have been derived by averaging the outputs from five fixed length simulation runs.
The fixed length simulation run time was set at 74 000 TETRA TDMA frames of which results from the
initial transitory period of 10 000 frames were not used. The used fixed length simulation time per run of
64 000 TDMA frames is equivalent to approximately 1 hour system run time.

No statistic confidence analysis is available.

55.3.3 Reference configuration for scenario 8 (scenario 8A)

The reference scenario simulation results are presented in this subclause in order to provide the basis for
all further analysis. In some cases, for giving an easy comparison, this performance is reported in the

other subclauses.

The reported performance has been obtained for different values of user population. Each user generates
traffic to the network in accordance with the reference traffic profile reported in subclause 5.5.3.2.1.

Even if the number of the simulated services is high, the reported figures are only related to individual
circuit and packet service because in the simulated system the critic part is related to the resource
management procedure, then the behaviour of the system can be summarized by the services that require
different resources to the network. In the reference configuration, all individual and group calls require one
TCH (because they are half duplex calls), while the packet data affects the MCCH only.

Results related to the Dispatcher group calls are reported to allow a comparison of two situations:

- network with line connected Dispatcher;

- network with radio connected Dispatcher.
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Figure 138 reports the mean value of the M-M individual circuit call set-up procedure. Each curve in the
figure is related to a particular value of call priority.

Figure 139 reports the 1g5 o, boundary delay of the M-M individual circuit call set-up procedure. Each curve
in the figure is related to a particular value of call priority.

Figure 140 reports the system throughput of the M-M individual circuit call set-up. Each curve in the figure
is related to a particular value of call priority.

Figure 141 reports the mean value of the M-M individual packet data call service. Each curve in the figure
is related to a particular value of call priority.

Figure 142 reports the mean value of the Dispatcher to Mobile group voice call set-up procedure. Each
curve in the figure is related to a particular value of call priority.

Figure 143 reports the 195 ¢, boundary delay of the Dispatcher to Mobile group voice call set-up procedure.
Each curve in the figure is related to a particular value of call priority.

Figure 144 reports the system throughput of the Dispatcher to Mobile group voice call set-up. Each curve
in the figure is related to a particular value of call priority.

—e— Preemptive priority
—a— Call priority #1
—a— Call priority #2
R R R R D LR EEEEEEEE R EE R

Delay ( sec.)

100 200 300 400 500

Population ( Number of users)

Figure 138: Individual M-M circuit switched call set-up mean delay versus number of users for the
reference configuration
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Figure 139: Individual M-M circuit switched call set-up Tgs o DOundary delay versus number of

users for the reference configuration
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Figure 140: Individual M-M circuit switched call set-up system throughput versus number of users

for the reference scenario
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Figure 141: Individual M-M packet data call set-up performance versus number of users for the
reference scenario
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Figure 142: Dispatcher to Mobile group voice call set-up mean delay versus number of users for
the reference configuration
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Figure 143: Dispatcher to Mobile group call set-up Tgs o DOundary delay versus number of users for

the reference configuration
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Figure 144: Dispatcher to Mobile group voice call set-up system throughput versus number of

users for the reference scenario




Page 123
ETR 300-2: May 1997

5.5.3.4 Analysis of the system with different traffic profiles

The performance of some different traffic profiles is reported and analysed in this subclause. They have
been obtained changing only one parameter in the reference profile.

55.3.4.1 Variation of packet data traffic

The following analysis shows the influence of different levels of packet data traffic on the system. Starting
from the reference scenario (it is now represented as 8A), two other scenarios have been identified with
different packet data call generation rates. Table 22 reports in detail the analysed traffic profiles.

Figures 145 and 146 report respectively the mean value and the 1g5 ¢, boundary delay of the M-M individual
circuit call set-up procedure for scenario 8B. Each curve in the figure is related to a particular value of call
priority.

Figure 147 reports the system throughput of the M-M individual circuit call set-up for scenario 8B. Each
curve in the figure is related to a particular value of call priority.

Figure 148 reports the mean value of the M-M individual packet data call service for scenario 8B. Each
curve in the figure is related to a particular value of call priority

Figures 149 and 150 report respectively the mean value and the 195 ¢, boundary delay of the M-M individual
circuit call set-up procedure for scenario 8C. Each curve in the figure is related to a particular value of call

priority.

Figure 151 reports the system throughput of the M-M individual circuit call set-up for scenario 8C. Each
curve in the figure is related to a particular value of call priority.

Figure 152 reports the mean value of the M-M individual packet data call service for scenario 8C. Each
curve in the figure is related to a particular value of call priority.

All these presented figures have to be compared with figures 138 - 144 (reference scenario 8A).

Looking to these figures and comparing with the reference scenario curves, only packet data performance
is affected by a change in the traffic. On uplink the random access channel is lightly loaded by signalling,
then no big changes in access times can be found in all kind of service. On downlink, the low of packet
data transmissions priority on the MCCH generates a small impact on the circuit data signalling
procedures, and then a longer and longer delay in the infrastructure for packet data itself.
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Table 22: Traffic profiles with different packet data traffic load

Service

Parameter

Scenario 8A
(Reference)

Scenario 8B | Scenario 8C

M-M individual voice call

Frequency of requests

0,324 calls/h (POISSON)

Call duration 10 - 30 s (UNIF)
M-F individual voice call Frequency of requests 0,756 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
F-M individual voice call Frequency of requests 0,756 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
M-M group #1 voice call  |Frequency of requests 0,72 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 10
Dispatcher-M group #1 Frequency of requests 0,72 calls/h (POISSON)
voice call Call duration 10 - 30 s (UNIF)
Group size 10
M-M group #2 voice call  |Frequency of requests 0,36 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 15
Dispatcher-M group #2 Frequency of requests 0,36 calls/h (POISSON)
voice call Call duration 10 - 30 s (UNIF)
Group size 15
M-M individual Frequency of requests 0,2 calls/h (POISSON)
circuit data call Call duration 2 Kbytes (FIXED)

M-F individual circuit data
call

Frequency of requests

0,5 calls/h (POISSON)

Call duration

2 Kbytes (FIXED)

F-M individual circuit data
call

Frequency of requests

0,5 calls/h (POISSON)

Call duration

2 Kbytes (FIXED)

M-M group #1 circuit data
call

Frequency of requests

0,2 calls/h (POISSON)

Call duration 2 Khytes (FIXED)
Group size 10
M-M group #2 circuit data  |Frequency of requests 0,1 calls/h (POISSON)
call
Call duration 2 Khytes (FIXED)
Group size 15
Short Data transmission Frequency of requests 10 trasm/h 15 trasm/h 30 trasm/h
(POISSON) (POISSON) |(POISSON)
Call duration 100 bytes 100 bytes 100 bytes
(FIXED) (FIXED) (FIXED)
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Figure 145: Individual M-M circuit switched call set-up mean delay versus number of users for
scenario 8B (Packet Data generation rate = 15/h)
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Figure 146: Individual M-M circuit switched call set-up Tgs o, DOundary delay versus number of
users for scenario 8B (Packet data generation rate = 15/h)
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Figure 147: Individual M-M circuit switched call set-up system throughput versus number of users

for scenario 8B (Packet data generation rate = 15/h)
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Figure 148: Individual M-M packet data call set-up performance versus number of users for

scenario 8B (Packet data generation rate = 15/h)
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Figure 149: Individual M-M circuit switched call set-up mean delay versus number of users for

scenario 8C (Packet data generation rate = 30/h)

Delay ( sec.)

3.5 1

w
'

g
o
L

N
'

—e— Preemptive priority
—&— Call priority #1
T—a—callpriority #2 ~ [T77" 7 T A

—+¢

1o

100 200 300 400

Population ( Number of users )

Figure 150: Individual M-M circuit switched call set-up
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Figure 151: Individual M-M circuit switched call set-up system throughput versus number of users

for scenario 8C (Packet data generation rate = 30/h)
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Figure 152: Individual M-M packet data call set-up performance versus number of users for

scenario 8C (Packet data generation rate = 30/h)
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5.5.3.4.2 Variation of Dispatcher traffic level

The following analysis shows the influence of different levels of Dispatcher traffic on the system. Starting
from the reference scenario (represented as 8A), two new scenarios are introduced. Table 23 reports in
detail the two new traffic profiles compared with the reference (8A).

In scenario 8D Dispatchers are radio connected, whilst in scenario 8E no Dispatchers are present.

Figures 153 and 154 report respectively the mean value and the 1g5 ¢, boundary delay of the M-M individual
circuit call set-up procedure for scenario 8D. Each curve in the figure is related to a particular value of call
priority.

Figure 155 reports the system throughput of the M-M individual circuit call set-up for scenario 8D. Each
curve in the figure is related to a particular value of call priority.

Figure 156 reports the mean value of the M-M individual packet data call service for scenario 8D. Each
curve in the figure is related to a particular value of call priority

Figure 157 reports the mean value of the Dispatcher to Mobile group voice call set-up procedure. Each
curve in the figure is related to a particular value of call priority.

Figure 158 reports the 195 ¢, boundary delay of the Dispatcher to Mobile group voice call set-up procedure.
Each curve in the figure is related to a particular value of call priority.

Figure 159 reports the system throughput of the Dispatcher to Mobile group voice call set-up. Each curve
in the figure is related to a particular value of call priority.

Figures 160 and 161 report respectively the mean value and the 195 ¢, boundary delay of the M-M individual
circuit call set-up procedure for scenario 8E. Each curve in the figure is related to a particular value of call

priority.

Figure 162 reports the system throughput of the M-M individual circuit call set-up for scenario 8E. Each
curve in the figure is related to a particular value of call priority.

Figure 163 reports the mean value of the M-M individual packet data call service for scenario 8E. Each
curve in the figure is related to a particular value of call priority.

All these presented figures have to be compared with figures 138 - 144 (reference scenario 8A).

Radio connected Dispatchers present more control channel load than Line connected Dispatchers,
nevertheless the difference in performance is small. This is a confirmation that radio interface works
efficiently with scenario 8 traffic loading (the most critical part being the call management entity). It is to be
observed that the presence of Dispatcher (radio or line connected) causes a sensible degradation of the
overall performance.
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Table 23: Traffic profiles with different group calls traffic levels

Service Parameter Scenario 8A Scenario 8D Scenario 8E (No
(Reference with (Reference with Dispatcher)
line connected radio connected
Dispatcher) Dispatcher)
M-M individual  |Frequency of requests 0,324 calls/h (POISSON)
voice call Call duration 10 - 30 s (UNIF)
M-F individual Frequency of requests 0,756 calls/h (POISSON)
voice call Call duration 10 - 30 s (UNIF)
F-M individual Frequency of requests 0,756 calls/h (POISSON)
voice call Call duration 10 - 30 s (UNIF)
M-M group #1  |Frequency of requests 0,72 calls/h (POISSON)
voice call Call duration 10 - 30 s (UNIF)
Group size 10
Dispatcher-M Frequency of requests (0,72 calls/h 0,72 calls/h ---
(POISSON) (POISSON)
group #1 Call duration 10-30 s (UNIF) 10 - 30 s (UNIF) ---
voice call Group size 10 10 ---
M-M group #2  [Frequency of requests 0,36 calls/h (POISSON)
voice call
Call duration 10 - 30 s (UNIF)
Group size 15
Dispatcher-M Frequency of requests (0,36 calls/h 0,36 calls/h ---
(POISSON) (POISSON)
group #2 Call duration 10 - 30 s (UNIF) 10 - 30 s (UNIF) ---
voice call Group size 15 15 ---
M-M individual  |Frequency of requests 0,2 calls/h (POISSON)
circuit data call  |Call duration 2 Kbytes (FIXED)
M-F individual Frequency of requests 0,5 calls/h (POISSON)
circuit data call  |Call duration 2 Kbytes (FIXED)
F-M individual Frequency of requests 0,5 calls/h (POISSON)
circuit data call  |Call duration 2 Kbytes (FIXED)
M-M group #1  |[Frequency of requests 0,2 calls/h (POISSON)
circuit data call  |Call duration 2 Kbytes (FIXED)
Group size 10
M-M group #2  |Frequency of requests 0,1 calls/h (POISSON)
circuit data call  |Call duration 2 Kbytes (FIXED)
Group size 15
Short Data Frequency of requests 10 trasm/h (POISSON)
transmission Call duration 100 bytes (FIXED)
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Figure 153: Individual M-M circuit switched call set-up mean delay versus number of users for

scenario 8D (Reference with radio Dispatcher)
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Figure 155: Individual M-M circuit switched call set-up system throughput versus number of users

for scenario 8D (Reference with radio Dispatcher)
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Figure 156: Individual M-M packet data call set-up performance versus number of users for

scenario 8D (Reference with radio Dispatcher)
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Figure 157: Dispatcher to Mobile group voice call set-up mean delay versus number of users for

the reference configuration
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the reference configuration
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Figure 159: Dispatcher to Mobile group voice call set-up system throughput versus number of

users for the reference scenario
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Figure 160: Individual M-M circuit switched call set-up mean delay versus number of users for

scenario 8E (No Dispatcher)
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Figure 161 Individual M-M circuit switched call set-up Tgs o bOundary delay versus number of user
for scenario 8E (No Dispatcher)
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Figure 162: Individual M-M circuit switched call set-up system throughput versus number of users
for scenario 8E (No Dispatcher)
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Figure 163: Individual M-M packet data call set-up performance versus number of users for
scenario 8E (No Dispatcher)

5.5.3.4.3 Analysis of different service priorities distributions

The following analysis shows the influence of different priority distributions on the system performance.
Starting from the reference priority distribution (table 20) three different distributions have been analysed
in this subclause. They are reported in detail in table 24.

Figures 164 and 165 report respectively the mean value and the Tg5 ¢, boundary delay of the M-M individual
circuit call set-up procedure for priority distribution A. Each curve in the figure is related to a particular
value of call priority.

Figure 166 reports the system throughput of the M-M individual circuit call set-up for priority distribution A.
Each curve in the figure is related to a particular value of call priority.

Figure 167 reports the mean value of the M-M individual packet data call service for priority distribution A.
Each curve in the figure is related to a particular value of call priority

Figures 168 and 169 report respectively the mean value and the Tg5 ¢, boundary delay of the M-M individual
circuit call set-up procedure for priority distribution B. Each curve in the figure is related to a particular
value of call priority.

Figure 170 reports the system throughput of the M-M individual circuit call set-up for priority distribution B.
Each curve in the figure is related to a particular value of call priority.

Figure 171 reports the mean value of the M-M individual packet data call service for priority distribution B.
Each curve in the figure is related to a particular value of call priority.

Figures 172 and 173 report respectively the mean value and the Tg5 ¢, boundary delay of the M-M individual
circuit call set-up procedure for priority distribution C. Each curve in the figure is related to a particular
value of call priority.

Figure 174 reports the system throughput of the M-M individual circuit call set-up for priority distribution C.
Each curve in the figure is related to a particular value of call priority.
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Figure 175 reports the mean value of the M-M individual packet data call service for priority distribution C.
Each curve in the figure is related to a particular value of call priority.

All these presented figures have to be compared with figures 138 - 144 (reference scenario 8A).

A first observation is that packet data calls figures are almost the same because the priorities affect the
circuit services only. Looking to the different figures, passing from profile A to profile C, priority #2 calls
performance decreases for throughput and increases for delay. Priority #1 calls performance changes
only for the throughput figure, while pre-emptive priority calls obtain always the minimum times and
highest throughput.

Priority #1 and #2 performance are not very different in delay as they are in throughput. This is because of
the timer of maximum holding in the queue: when a lot of high priority calls are in the system, low priority
calls are put in the queue and are released with a high probability. However, when a call is taken from the
queue, the hold time can be very low independently by the priority value.

Table 24: Priority distribution for the reference configuration of scenario 8

Priority Service Pre-emptive priority  Priority #1  Priority #2

distribution

Reference Voice 1% 10 % 89 %

Circuit data --- 10 % 90 %

A Voice --- --- 100 %

Circuit data --- --- 100 %

B Voice 10 % 10 % 80 %

Circuit data --- 10 % 90 %

C Voice --- 50 % 50 %

Circuit data --- 50 % 50 %
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Figure 164: Individual M-M circuit switched call set-up mean delay versus number of users for
priority distribution A
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Figure 165: Individual M-M circuit switched call set-up Tgs o DOundary delay versus number of

users for priority distribution A
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Figure 166: Individual M-M circuit switched call set-up system throughput versus number of users

for priority distribution A
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Figure 167: Individual M-M packet data call set-up performance versus number of users for priority

distribution A
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Figure 168: Individual M-M circuit switched call set-up mean delay versus number of users for

priority distribution B
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Figure 169: Individual M-M circuit switched call set-up Tgs o DOundary delay versus number of

users for priority distribution B
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Figure 170: Individual M-M circuit switched call set-up system throughput versus number of users

for priority distribution B
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Figure 171: Individual M-M packet data call set-up performance versus number of users for priority

distribution B
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Figure 172: Individual M-M circuit switched call set-up mean delay versus number of users for

priority distribution C
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re 173: Individual M-M circuit switched call set-up Tgs o DOundary delay versus number of
users for priority distribution C
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174: Individual M-M circuit switched call set-up system throughput versus number of users
for priority distribution C
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Figure 175: Individual M-M packet data call set-up performance versus number of users for priority
distribution C

55.3.4.4 Analysis with full duplex circuit calls

The present analysis shows the degradation of performance due to a different amount of resources
required by the circuit calls. Particularly, in the analysed scenario (to be compared with the reference) all
individual circuit switched calls are set-up as full duplex connections. This means that in case of individual
calls between users in the same network cell, the call requires two TCHSs instead of 1. All other kind of
calls (M-F and F-M individual calls, group calls) require 1 TCH only. For this reason performance is
presented for both M-M calls (that require 2 TCHs) and M-F calls (that require 1 TCH).

Figures 176 and 177 report respectively the mean value and the Tg5 ¢, boundary delay of the M-M individual
circuit call set-up procedure in case of full duplex individual calls. Each curve in the figure is related to a
particular value of call priority.

Figure 178 reports the system throughput of the M-M individual circuit call set-up in case of full duplex
individual calls. Each curve in the figure is related to a particular value of call priority.

Figures 179 and 180 report respectively the mean value and the tgs ¢, boundary delay of the M-F individual
circuit call set-up procedure in case of full duplex individual calls. Each curve in the figure is related to a
particular value of call priority.

Figure 181 reports the system throughput of the M-F individual circuit call set-up in case of full duplex
individual calls. Each curve in the figure is related to a particular value of call priority.

Figure 182 reports the mean value of the M-M individual packet data call service in case of full duplex
individual calls. Each curve in the figure is related to a particular value of call priority.

All these presented figures have to be compared with figures 138 - 144 (reference scenario 8A).

Looking to the reported figures, it is straightforward to observe a worse performance for M-M calls when
they are full duplex for both delay and throughput. Nevertheless M-F call set-up delays (that employ 1
TCH) present the same delay profile as the reference (throughput is lower because of the presence of full
duplex calls, that limit the total amount of resources). Short Data transmission figures are similar to the
reference scenario because they are not affected by the total amount of TCHSs in the system.
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Figure 176; Individual M-M circuit switched call set-up mean delay versus humber of users in case

of full duplex circuit calls
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Tos o bOundary delay versus number of
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Figure 178: Individual M-M circuit switched call set-up system throughput versus number of users
in case of full duplex circuit calls
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Figure 179: Individual M-F circuit switched call set-up mean delay versus number of users (full
duplex calls)
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Figure 180: Individual M-F circuit switched call set-up Tgs o DOundary delay versus number of users

in case of full duplex circuit calls

Throughput ( %)

100

95

90

85

80

75

70

65

60

55

50

—e&— Preemptive priority
—=&— Call priority #1
—a&— Call priority #2

100 200 300 400 500

Population ( Number of users)

Figure 181: Individual M-F circuit switched call set-up system throughput versus number of users

in case of full duplex circuit calls
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Figure 182: Individual M-M packet data call set-up performance versus number of users in case of
full duplex circuit calls

5,535 Sensitivity analysis of network parameters

5.5.35.1 Variation of the cell allocated radio resources

The present analysis shows the influence of the number of cell allocated traffic channels on the overall
performance. Two conditions are investigated and compared with the reference scenario. In the first case
3 TCHs are allocated to the cell, in the second 11 (the reference value is 7).

Figures 183 and 184 report respectively the mean value and the Tg5 ¢, boundary delay of the M-M individual
circuit call set-up procedure in case of 3 TCHs allocated to the cell site. Each curve in the figure is related

to a particular value of call priority.

Figure 185 reports the system throughput of the M-M individual circuit call set-up in case of 3 TCHs
allocated to the cell site. Each curve in the figure is related to a particular value of call priority.

Figure 186 reports the mean value of the M-M individual packet data call service in case of 3 TCHs
allocated to the cell site. Each curve in the figure is related to a particular value of call priority.

Figures 187 and 188 report respectively the mean value and the tgs ¢, boundary delay of the M-F individual
circuit call set-up procedure in case of 3 TCHs allocated to the cell site. Each curve in the figure is related
to a particular value of call priority.

Figure 189 reports the system throughput of the M-F individual circuit call set-up in case of 3 TCHs
allocated to the cell site. Each curve in the figure is related to a particular value of call priority.

Figure 190 reports the mean value of the M-M individual packet data call in case of 3 TCHs allocated to
the cell site. Each curve in the figure is related to a particular value of call priority.

All these presented figures have to be compared with figures 138 - 144 (reference scenario 8A).
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This analysis is done in order to give an estimate of the degradation of performance when the number of
allocated traffic channels becomes low. Even if the call set-up delays are limited (this is due to the timer of
maximum hold in the priority queue), the big differences between the figures can be found in the
throughput values. When 3 TCHs are allocated the system throughput falls to very low values (with the

exception of course of the pre-emptive priority calls).

This is a further confirmation that these figures are deeply influenced by the queuing mechanism in the
infrastructure: neither by radio transmission impairments nor by access collisions.
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Figure 183: Individual M-M circuit switched call set-up mean delay versus number of users in a
cell with 3 TCHs allocated
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Figure 184: Individual M-M circuit switched call set-up Tgs o DOundary delay versus number of

users in a cell with 3 TCHs allocated
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Figure 185: Individual M-M circuit switched call set-up system throughput versus number of users

in a cell with 3 TCHs allocated
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Figure 186: Individual M-M packet data call set-up performance versus number of users in a cell
with 3 TCHs allocated
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Figure 187: Individual M-M circuit switched call set-up mean delay versus number of in a cell with
11 TCHs allocated
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Figure 188: Individual M-M circuit switched call set-up Tgs o DOundary delay versus number of
users in a cell with 11 TCHs allocated
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Figure 189: Individual M-M circuit switched call set-up system throughput versus number of users
in a cell with 11 TCHs allocated
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Figure 190: Individual M-M packet data call set-up performance versus number of users in a cell
with 11 TCHs allocated

5.5.3.5.2 Variation of the maximum hold time in the priority queues

The present analysis shows the influence of the time of maximum holding in the priority queues on the
service performance. One configuration (time threshold = 300 TDMA frames) is presented to be
compared with the reference scenario (time threshold = 100 TDMA frames).

Figures 191 and 192 report respectively the mean value and the Tg5 ¢, boundary delay of the M-M individual
circuit call set-up procedure when the maximum hold time in the priority queue is 300 TDMA frames. Each
curve in the figure is related to a particular value of call priority.

Figure 193 reports the system throughput of the M-M individual circuit call set- up when the maximum hold
time in the priority queue is 300 TDMA frames. Each curve in the figure is related to a particular value of
call priority.

Figure 194 reports the mean value of the M-M individual packet data call when the maximum hold time in
the priority queue is 300 TDMA frames. Each curve in the figure is related to a particular value of call

priority.
All these presented figures have to be compared with figures 138 - 144 (reference scenario 8A).

The comparison between these figures and the reference scenario shows that the call set-up delays grow
very much together with the threshold value. At the same time the throughput values increase of about
10 %. The reason for that can be found in the call duration time. The present value of the maximum time
is always short in respect of call duration. Throughput can be much better if the maximum time is close to
the call duration.

This is a further confirmation that these figures are deeply influenced by the queuing mechanism in the
infrastructure: neither by radio transmission impairments nor by access collisions.



Page 153
ETR 300-2: May 1997

—e— Preemptive priority
—a— Call priority #1
—&— Call priority #2

3.5 1

2.5 1

Delay ( sec.)
N

1.5 1

0.5 1

300 400

Population ( Number of users)

Figure 191: Individual M-M circuit switched call set-up mean delay versus number of users with
maximum hold time in priority queue = 300 TDMA frames
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5.6 Circuit services performance (BER versus probability)

5.6.1 Introduction

When the access procedure has been terminated, a radio channel is reserved to the circuit call. The
quality of a circuit service is measured by the BER and capacity of the link that is set up between the two
communicating parties. The channel capacity is fixed by the system specifications: 2,4, 4,8 and 7,2 kbit/s
are the basic capacities for a single channel of a TETRA network. However higher capacity are allowed by
joining up to 4 TETRA radio channels (respectively 7,2, 19,8 and 28,8 at maximum). The BER of a
communication link depends on the radio propagation impairments; in the first part of this document, all
radio channels have been studied for measuring their performance. Starting from them, in this clause the
measured BER for the complete link is reported.

For the evaluation of this performance two cases can be considered: mobile to fixed call and mobile to
mobile call (group calls are also included in the evaluation). In the first case, a single radio link has to be
studied, in the second the combination of two radio links has to be analysed. The following formulas
describe the evaluation of the global BER for the two kind of calls:

- Mobile to fixed call: BERg|0ba| = BERadio link

- Mobile to mobile call: BERgiobal = BERadio link 1 X (1-BERadio link 2) + BER radio link 2 X (1-BERadio link 1)-
Due to the dynamic behaviour of the radio mobile channels, these relations are always valid, but the actual
value of BER is time variable. In order to have a reliable estimate of BER the evaluated performance is
usually a probability function. These curves allow to evaluate statistic boundaries of the BER in the
simulated environments.

In the following clauses a detailed analysis of channel performance has been provided for all the TETRA
TCHs in all the defined propagation environments.

The presented results have been evaluated according to the following assumptions:
- Mobile to Mobile call has been simulated;
- location probability at the edge of cell: 90 %;

- call duration in accordance with the reference in subclause 5.4: uniform distribution between 20 s
and 40 s;

- BS antenna height: 50m;

- MS antenna height: 1,5 m;

- simulated radio receiver has ideal synchronization technique (see subclause 4.2).

For each value of BER (on the x axis in logarithmic scale), the following figures report the probability to
obtain a performance better or equal to it. In general, due to the available performance figures of the radio
receiver, for low values of BER (around 10°) the reported numbers are less reliable than the others.

5.6.2 Performance in TU propagation environment

Figure 195 reports the performance of TCHs in TU 5 propagation environment.

Figure 196 reports the performance of TCHs in TU 50 propagation environment.

Figure 197 reports the performance of TCHs in TU 100 propagation environment.
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Figure 196: BER versus probability for different traffic channels in TU 50 propagation environment
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Figure 197: BER versus probability for different traffic channels in TU 100 propagation

environment
5.6.3 Performance in BU propagation environment
Figure 198 reports the performance of TCHs in BU 50 propagation environment.

Figure 199 reports the performance of TCHs in BU 100 propagation environment.
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5.6.4 Performance in RA propagation environment

Figure 200 reports the performance of TCHs in RA 5 propagation environment.
Figure 201 reports the performance of TCHs in RA 50 propagation environment.
Figure 202 reports the performance of TCHs in RA 100 propagation environment.

Figure 203 reports the performance of TCHs in RA 200 propagation environment.
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5.6.5 Performance in HT propagation environment
Figure 204 reports the performance of TCHs in HT 50 propagation environment.
Figure 205 reports the performance of TCHs in HT 100 propagation environment.

Figure 206 reports the performance of TCHs in HT 200 propagation environment.

Probability (%)

70 4-----

N

ATt TR ——TCH 2.4 N=1
FTrTrT oA "] —m—TcH24N=4
B0 fo-snt-annt TTUTTVINYTTTTTI T O —&—TCH 2.4 N=8
R P A - i i —¢TCH 4.8 N=1
R s, Adddh e e do AL + —%—TCH 4.8 N=4
RN T TR —eTonasne
TV U TR T T I —oTenr2
50 ‘ — +— —
1.00E-06 1.00E-05 1.00E-04 1.00E-03 1.00E-02 1.00E-01 1.00E+00

Bit Error Rate (BER %)

Figure 204: BER versus probability for different traffic channels in HT 50 propagation environment
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Annex A: Traffic scenarios for TETRA V+D networks.

A.1 Introduction

Some reference traffic scenarios for TETRA networks have been studied in order to provide a basis for
the choice of radio modulation for this system. Some of these original scenarios have been re-examined
and improved with the aim of defining detailed examples of applications for a TETRA V+D network. The
identification number of the scenarios is still related to the old description. It is always assumed an
operating frequency of 400 MHz.

The simulation results reported on this ETR, related to the protocol and service performance, have been
evaluated for one of the following scenarios.

Starting from a reference scenario and based on radio coverage calculations, precise cell topologies can
be established.

A.2 Scenarios

The following subclauses report a detailed description of some reference traffic scenarios and applications
for TETRA network. After the description of the propagation environment where the network is placed, the
traffic profile (the set of required services, with their statistical description) of network subscribers is
illustrated with the information about their position and speed on the territory.

The position of subscribers is described in terms of probability to be located in a particular point on the
covered area. Two kind of distribution are considered: uniform (same probability to be in any point of the
area) and Gaussian (higher probability to be in the centre of the area).

The Gaussian distribution is a mathematical abstraction for the description of subscriber concentrations.
Supposing a circular area with radius R, the Gaussian distribution is intended to be centred in the centre
of the area, with standard deviation o = R/3.

Voice conversations after the call set-up can be modelled as a sequence of time segments called "over".
During an "over" one of the subscribers involved in the call is speaking and all the others (the other for
individual calls) are listening. When the speaker ends, one of the other subscribers can gain control of the
call beginning a new "over". In the proposed scenarios, typical voice conversations consist of 5 "over" with
same duration during the lifetime of the call,

The on/off hook signalling is required for the set-up of individual voice calls. The delay of the answer from
the called party is modelled as a uniform distribution between 0,5 and 10 s. It is also supposed that 25 %
of calls are not answered.

For all examined scenarios, the mobility of subscribers during a call can be considered negligible. Even if
the subscriber is moving, the area that he covers during a call is considered very small in respect to the
dimension of the radio cell.

In scenarios description, voice and circuit data calls between fixed and mobile terminal are described in
the only direction from mobile to fixed. In the reverse direction it is perfectly symmetric.

Voice and circuit data calls can be set-up according to different priorities for the resource allocation. Three
levels are given for voice calls (pre-emptive, high and low) and two for circuit data calls (high and low).
Depending on the particular scenario, different distributions of priorities are considered.
Depending on the particular scenario, group calls can be set-up according two policies:

- no check of the presence of called group members:

- the network broadcasts the call set-up message and the reached users immediately enter the
call;
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- check of the presence and notification to the call originator:
- after the call set-up message transmission, the network checks the presence of group
members. A notification is then sent back to the call originator, and finally the conversation

can start.

A Dispatcher is sometimes present in the network. It is modelled as a fixed user that generates group
calls.

A2.1 Scenario n. 1: Urban & sub-urban public network on a medium density European city

Figure A.1: Example of covered area for scenario n. 1
Propagation environment: TU on the whole area;
Covered area: 1500 km?

Network subscribers present homogeneous traffic characteristics throughout the network. These
characteristics are described in the following:

Subscriber position: Gaussian distribution

Average density 5 subs/km?®

Subscriber speed: uniform distribution between 3 and 80 km/h
Power class of mobile terminals: 50 % class A, 50 % class D;

Requested services are described in table A.1.

Subscribers belong to three different groups at the same time for voice calls.

Voice and circuit data group calls do not require the presence checking of the called group members.
No priorities are allocated for voice calls.

50 % high priority and 50 % low priority for circuit data calls.
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Table A.1: Scenario 1 requested services and statistical description

Service Parameter Value
M-M individual voice call Frequency of requests 0,3 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
M-F individual voice call Frequency of requests 0,9 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
M-M group #1 voice call Frequency of requests 0,045 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 10
M-M group #2 voice call Frequency of requests 0,045 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 20
M-M group #3 voice call Frequency of requests 0,21 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 20
M-F individual circuit data call Frequency of requests 0,4 calls/h (POISSON)
Call duration 10 Kbytes (FIXED)
M-M group circuit data call Frequency of requests 0,1 calls/h (POISSON)
Call duration 10 Kbytes (FIXED)
Group size 20
Short Data transmission Frequency of requests 20 trasm/h (POISSON)
Call duration 100 bytes (FIXED)

A2.2

Propagati

Scenario n. 2: Urban & sub-urban public network on a high density European city, with
ring motorways and peripheric conglomerations

@ @
)

z2

@

z2

Z2

Z1

Figure A.2: Example of covered area for scenario n. 2

on environment:

Covered area:

Network subscribers are distributed on the territory depending on the area type(Z1 or Z2). Nevertheless
traffic characteristics are homogeneous throughout the network. All the characteristics are described in

the follow

ing:

Subscriber position distribution:

Average density

Subscriber speed:

Power class of mobile terminals:

BU on Z1 areas

TU on Z2 areas;

1000 km? for Z1 6500 km? for Z2

Uniform on Z1

Gaussian on Z2

10 subs/km?in Z1 1 subs/km?in Z2

uniform distribution between 3 and 80 km/h

50 % class Ain Z1 30 % class Ain Z2

50 % class D in Z1 70 % class B in Z2

Requested services are described in table A.2.

Subscribers belong to three different groups at the same time for voice calls.

Voice and circuit data group calls do not require the presence checking of the called group members.




No priorities are allocated for voice calls.

50 % high priority and 50 % low priority for circuit data calls.
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Table A.2: Scenario 2 requested services and statistical description

Service Parameter Value
M-M individual voice call Frequency of requests 0,3 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
M-F individual voice call Frequency of requests 0,9 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
M-M group #1 voice call Frequency of requests 0,045 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 10
M-M group #2 voice call Frequency of requests 0,045 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 20
M-M group #3 voice call Frequency of requests 0,21 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 20
M-F individual circuit data call Frequency of requests 0,4 calls/h (POISSON)
Call duration 10 Kbytes (FIXED)
M-M group circuit data call Frequency of requests 0,1 calls/h (POISSON)
Call duration 10 Kbytes (FIXED)
Group size 20
Short Data transmission Frequency of requests 20 trasm/h (POISSON)
Call duration 100 bytes (FIXED)

Scenario n. 6: Urban & sub-urban private network on a medium density European city for

utility services

Figure A.3: Example of covered area for scenario n. 6

Propagation environment:

Covered area:

TU on the whole area;

1500 km?

Network subscribers present homogeneous traffic characteristics throughout the network. These
characteristics are described in the following:

Subscriber position:

Subscriber speed:

Power class of mobile terminals:

Gaussian distribution

Average density =5 subs/km?®

uniform distribution between 3 and 80 km/h

50 % class A, 50 % class D;

Requested services are described in table A.3.

Subscribers belong to three different groups at the same time for both circuit data and voice calls.
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5 % of voice and circuit data group calls require the presence checking of the called group members.
1 % pre-emptive priority, 10 % high priority and 89 % low priority for voice calls.

10 % high priority and 90 % low priority for circuit data calls.

A Dispatcher is present: it generates calls toward all groups.

Table A.3: Scenario 6 requested services and statistical description

Service Parameter Value
M-M individual voice call Frequency of requests 0,108 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
M-F individual voice call Frequency of requests 0,252 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
M-M group #1 voice call Frequency of requests 0,144 calls/h (POISSON)
Dispatcher to group #1 0,547 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 10
M-M group #2 voice call Frequency of requests 0,072 calls/h (POISSON)
Dispatcher to group #2 0,274 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 20
M-M group #3 voice call Frequency of requests 0,144 calls/h (POISSON)
Dispatcher to group #3 0,547 calls/h (POISSON)
Call duration 20 - 40 s (UNIF)
Group size 20
M-M individual circuit data call Frequency of requests 0,1 calls/h (POISSON)
Call duration 2 Khytes (FIXED)
M-F individual circuit data call Frequency of requests 0,25 calls/h (POISSON)
Call duration 10 Kbytes (FIXED)
M-M group #1 circuit data call Frequency of requests 0,006 calls/h (POISSON)
Call duration 2 Khytes (FIXED)
Group size 20
M-M group #2 circuit data call Frequency of requests 0,003 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
Group size 20
M-M group #3 circuit data call Frequency of requests 0,006 calls/h (POISSON)
Call duration 2 Khytes (FIXED)
Group size 20
Short Data transmission Frequency of requests 5 trasm/h (POISSON)
Call duration 100 bytes (FIXED)
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A2.4 Scenario n. 8: Urban and sub-urban private network on a high density European city, with
peripheric conglomerations, for emergency services

@

Figure A.4: Example of covered area for scenario n. 8
Propagation environment: BU on both Z1 and Z2 areas;
Covered area: 500 km? for Z1 2000 km? for Z2
Network subscribers are distributed on the territory depending on the area type(Z1 or Z2). Nevertheless

traffic characteristics are homogeneous throughout the network. All the characteristics are described in
the following:

Subscriber position distribution: Uniform on Z1 Uniform on Z2
Average density 2 subs/km?’ in Z1 0.5 subs/km? in Z2
Subscriber speed: uniform distribution between 3 and 80 km/h
Power class of mobile terminals: 80 % class Ain Z1 30 % class A in Z2
20%classDin Z1 70 % class B in Z2

Requested services are described in table A.4.

Subscribers belong to four different groups at the same time for voice and data calls.

5 % of voice and circuit data group calls require the presence checking of the called group members.
1 % pre-emptive priority, 10 % high priority and 89 % low priority for voice calls.

10 % high priority and 90 % low priority for circuit data calls.

A Dispatcher is present: it generates calls toward all groups.
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Table A.4: Scenario 8 requested services and statistical description

Service Parameter Reference Scenario 8
M-M individual voice call Frequency of requests 0,324 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
M-F individual voice call Frequency of requests 0,756 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
F-M individual voice call Frequency of requests 0,756 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
M-M group #1 voice call Frequency of requests 0,108 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 10
Dispatcher-M group #1 voice call Frequency of requests 0,108 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 10
M-M group #2 voice call Frequency of requests 0,054 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 15
Dispatcher-M group #2 voice call Frequency of requests 0,054 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 15
M-M group #3 voice call Frequency of requests 0,054 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 20
Dispatcher-M group #3 voice call Frequency of requests 0,054 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 20
M-M group #4 voice call Frequency of requests 0,054 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 100
Dispatcher-M group #4 voice call Frequency of requests 0,054 calls/h (POISSON)
Call duration 10 - 30 s (UNIF)
Group size 100
M-M individual circuit data call Frequency of requests 0,2 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
M-F individual circuit data call Frequency of requests 0,5 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
F-M individual circuit data call Frequency of requests 0,5 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
M-M group #1 circuit data call Frequency of requests 0,06 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
Group size 10
Dispatcher-M group #1 Frequency of requests 0,06 calls/h (POISSON)
circuit data call Call duration 2 Kbytes (FIXED)
Group size 10
M-M group #2 circuit data call Frequency of requests 0,03 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
Group size 15
Dispatcher-M group #2 Frequency of requests 0,03 calls/h (POISSON)
circuit data call Call duration 2 Kbytes (FIXED)
Group size 15
M-M group #3 circuit data call Frequency of requests 0,03 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
Group size 20
Dispatcher-M group #3 Frequency of requests 0,03 calls/h (POISSON)
circuit data call Call duration 2 Kbytes (FIXED)
Group size 20
M-M group #4 circuit data call Frequency of requests 0,03 calls/h (POISSON)
Call duration 2 Kbytes (FIXED)
Group size 100
Dispatcher-M group #4 Frequency of requests 0,03 calls/h (POISSON)
circuit data call Call duration 2 Kbytes (FIXED)
Group size 100
Short Data transmission Frequency of requests 10 trasm/h (POISSON)
Call duration 100 bytes (FIXED)
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Annex B:  Message Sequence Charts (MSCs) of the simulated procedures

B.1 Individual voice or circuit data call

The model of the individual circuit (voice and circuit data) call set-up procedure in a TETRA V+D network
is described in the following subclauses by means of MSC diagrams. The represented procedures show
the successful set-up of a voice or circuit data individual M-M call. The calling MS and the SwMI protocol
stack directly related to it are represented separately in respect of the called MS and the SwMI protocol
stack related to the called MS. The procedure is based on ETS 300 392-2 [2], annex D. Paging procedure,
CONNECT message transmission and CONNECT-ACK message transmission are modelled as basic link
acknowledged transmissions.

B.1.1 Calling MS and SwMI protocol stack related to the calling part

Figure B.1 reports the MSC diagram of the individual circuit M-M call set-up procedure looking to the
calling MS and the SwMI protocol stack related to the calling side.

B.1.2 Called MS and SwMI protocol stack related to the called part

Figure B.2 reports the MSC diagram of the individual circuit M-M call set-up procedure looking to the
called MS and the SwMI protocol stack related to the called side.
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B.2  Group voice and circuit data call

The model of the circuit (voice and circuit data) group call set-up procedure in a TETRA V+D network is
described in the following subclauses by means of MSC diagrams. The represented procedures show the
successful set-up of a voice or circuit data group call. The calling MS and the SwMI protocol stack directly
related to it are represented separately in respect of the called MS and the SwMI protocol stack related to
the called MS. The procedure is based on ETS 300 392-2 [2], annex D. The Paging procedure is realized
with an un-acknowledged basic link transmission, while CONNECT message transmission is modelled
with basic link acknowledged transmission.

B.2.1 Calling mobile and SwMI in the calling side

Figure B.3 reports the MSC diagram of the group M-M call set-up procedure looking to the calling MS and
the SwMI protocol stack related to the calling side.

B.2.2 SwMI at called side and called mobile

Figure B.4 reports the MSC diagram of the call group M-M set-up procedure looking to one of the called
MS and the SwMI protocol stack related to the cell where the called MS is located.
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MS - BS signalling)

Figure B.4: MSC diagram for the successful call set-up of a voice or circuit data group call (Called
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B.3 Individual M-F short data transmission

The model of a short data transmission procedure in a TETRA V+D network is described in the following
paragraphs by means of MSC diagrams. The represented procedures show the successful transmission
of a short packet. This procedure can directly represent a connection-less data transmission (SCLNP or
SDS) or a connection-oriented data transfer (CONP) after that a virtual call is already set-up. The calling
MS and the SwMI protocol stack directly related to it are represented separately in respect of the called
MS and the SwMI protocol stack related to the called MS. The procedure is based on ETS 300 392-2 [2],
annex D. The data transmission is modelled by an acknowledged LLC basic link data transmission. In
case of MS originated transmission, after the random access, a suitable amount of uplink timeslots are
reserved for the remaining bytes. The acknowledgement is sent back by the SwMI at the end of the last
transmitted slot. In case of MS terminated transmission the SwMI pages the MS and waits the MS
acknowledgement; then, a sequence of downlink slots are reserved for the remaining part of transmission.
After the last slot, the MS sends the acknowledgement of the whole packet.

B.3.1 Mobile to network data transmission

Figure B.5 reports the MSC diagram of the short data transmission procedure related to a MS originated
transmission, representing the calling MS and the SwMI protocol stack related to it.

B.3.2 Network to Mobile data transmission

Figure B.6 reports the MSC diagram of the short data transmission procedure related to a MS terminated
call, representing the called MS and the SwMI protocol stack related to it.
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Figure B.5: MSC for the individual packet data transmission (MS to network)
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Annex C:

Cl

Service Diagrams related to the model of Mobile user

General description of the model of the TETRA user

The SDL diagram of the model of a TETRA user (human being and service applications) is represented in
figure C.1 (file fig_217.drw). The parts with grey background are related to the evolution of a mobile
terminated call. The others to the mobile originated. In the dashed rectangle it is shown the behaviour of
the user in case of data transmission requests. When the user is busy of other services, data
transmissions are queued, while voice services are discarded. The meaning of the parameters is

explained in subclause 5.3.2.
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Figure C.1 : SDL diagram of the user model
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Annex D:  Service Diagrams related to the MS
D.1 Random access procedure.

All service set-up procedures originated by a MS are initiated by the random access procedure. Figure D.1
(file fig_218.drw) reports the SDL diagram of the random access procedure that is realized on the calling
MS. It is based on the MSC diagrams reported in annex B and gives the behaviour for all possible events.
This detailed description is based on ETS 300 392-2 [2], subclause 23.5.

All MS originated procedures report a block called RANDOM ACCESS, that is a short description of figure
D.1 (file fig_218.drw).
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A
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Figure D.1: SDL diagram of random access procedure (MS side)
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D.2 Individual voice and circuit data call

D.2.1 Originating mobile side

Figure D.2 (file fig_219.drw) reports the SDL diagram related to the individual voice and circuit data call
procedure inside the calling MS. It is based on the MSC diagram of figure B.1 and gives the detailed
behaviour that takes into account all possible events in the procedure.

D.2.2 Terminating mobile side

Figure D.3 (file fig_220.drw) reports the SDL diagram related to the individual voice and circuit data call

procedure inside the called MS. It is based on the MSC diagram of figure B.2 and gives the detailed
behaviour that takes into account all possible events in the procedure.
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Figure D.3: SDL diagram of the MS that is paged by the network for an individual voice or circuit

data call

Group voice and circuit data call

D.3

Originating mobile side

D.3.1

Figure D.4 (file fig_221.drw) reports the SDL diagram related to the group voice and circuit data call

procedure inside the calling MS. It is based on the MSC diagram of figure B.3 and gives the detailed

behaviour that takes into account all possible events in the procedure.

Terminating mobile side

D.3.2

Figure D.5 (file fig_222.drw) reports the SDL diagram related to the group voice and circuit data call

procedure inside one of the called MSs. It is based on the MSC diagram of figure B.4 and gives the

detailed behaviour that takes into account all possible events in the procedure.



May 1997

Page 186
ETR 300-2

(Bey uoday)
15043y 1L

(s5300V OVIW)
Rar vivalIiNN AWL

(s%Godv BvA)
(HO1S) NH/HOS

SINITSvE L
HINIL 13S

' HN IV NOIS SINSN V.
= Bey uoday

SINIT Sva N>
sidwane 4o ok

(TseL=>NIT Sva

C1ov 1d)

(viva LINN_FIA;
pUT VIVa L

(viva LINN_3TN)
pUIV1va L

DUNOSIH OVIN) —_—- =] — - —>
uiow N ey

“21npaood dmes e

NOISSVY SS300V) ,
HOVY

<- . R 3"NA300dd ) wouuspuadapuy a1
= " A
SS300V OVIN) SEERRY WEENA u:_\d\p«rm\mﬂmkm(w(:mwﬁ I - _ (viva 1a)
NH/HOS ‘\ bai V1va LINN VA

1NO 3IWIL
‘ - >
DHNOS3Y OVIN)
4/HOS .
—_— s - H1IVE SS300OV WOANYM NI SvE L
H3INWIL 13S
Ss0ong
(nsox) S =
pur oz v [ é
sine

o711 8ui uo
sjqeirene ore erep Ji
Ai@reipauL mous o1
pasoddns s 1ae| DYIN
PoqUOSap Alfeuiio)
S:m_mmuu:m\z_\ﬁ.(n

I1avvAay 3g
TIM LOISTNLL

(angow Buied)
|0JIU0D SS820Y WnIpa N

(VLVa LINN_ 3,
baiviva 1L <—

(angow Buyred)
[013U0 0 YuI7 [ealboT

“wreibep
SIU) U0 BUOP SI BYEP JO
2oussaid au1 uo 158 Ou
uaL ‘PONBIR 3] PINOUS
ViVd g e 8seo siyiu|

ERLIZ]
I LON pUe H31SID3

Isvaiay a

(6ey poday)
LHOd3y 1L

(dni3s™n)
barviva LiNnT3|

(angow Buijed)
[011U0) [[ed

to the network for a group voice or circuit

ires access
data call

f the MS that requ

SDL diagram o

Figure D.4



Page 187
ETR 300-2: May 1997

“(D_SETUP)

E]
g
g
<
a
E
z
=]
w

Call Control
TNCC_SETUP_ind
I TNCC_SETUP_res

(MLE_UNIT_DATA)

MA_UNITDATA_ind
TL_DATA_ind

ame Che ck Sequence

Ahalysis (if applies)

Logical Link Control

(MAC_RESOURCE)

MV_UNITDATA_ind

(BL_UDATA)

o
£
g
<
o
E
z
)
<
b3
E

Medium Access Control
; T

SCH/F
AC_RESOUR

™

Figure D.5: SDL diagram of the MS that is paged by the network for a group voice or circuit data
call

D.4 Packet data call

D.4.1 Originating mobile side

Figure D.6 (file fig_223.drw) reports the SDL diagram related to the short data transmission procedure
inside the calling MS. It is based on the MSC diagram of figure B.5 and gives the detailed behaviour that
takes into account all possible events in the procedure.

D.4.2 Terminating mobile side
Figure D.7 (file fig_224.drw) reports the SDL diagram related to the short data transmission procedure

inside the called MS. It is based on the MSC diagram of figure B.6 and gives the detailed behaviour that
takes into account all possible events in the procedure.
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Annex E:  Service diagrams related to the SwMI.

E.1 Individual voice and circuit data call
E.1l.1 Calling side SwMI

Figure E.1 (file fig_225.drw) reports the SDL diagram related to the individual voice and circuit data call
procedure inside the SwMI on the protocol stack related to the calling MS. It is based on the MSC diagram
of figure B.1 and gives the detailed behaviour that takes into account all possible events in the procedure.
LSs and external systems call requests are taken into account in this diagram. Depending on the call
management policy, the behaviour of SwMI can change. In case of queuing strategy, a queuing policy
based on call priority is described. In all cases, a late channel assignment is performed: after paging
procedure the availability of channels is checked, then the Connection procedure is performed or delayed
depending on the call management strategy.

E.1.2 Called side SwMI

Figure E.2 (file fig_226.drw) reports the SDL diagram related to the individual voice and circuit data call
procedure inside the SwMI on the protocol stack related to the called MS. It is based on the MSC diagram
of figure B.2 and gives the detailed behaviour that takes into account all possible events in the procedure.
LSs and external systems call requests are taken into account in this diagram. Depending on the call
management policy, the behaviour of SwMI can change. In case of queuing strategy, a queuing policy
based on call priority is described. In all cases, a late channel assignment is performed: after paging
procedure the availability of channels is checked, then the Connection procedure is performed or delayed
depending on the call management strategy.
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E.2  Group voice and circuit data call
E.2.1 Calling side SwMI

Figure E.3 (file fig_227.drw) reports the SDL diagram related to the group voice and circuit data call
procedure inside the SwMI on the protocol stack related to the calling MS. It is based on the MSC diagram
of figure B.3 and gives the detailed behaviour that takes into account all possible events in the procedure.
LSs and Dispatcher group calls are taken into account in this diagram. Depending on the call
management policy, the behaviour of SwMI can change. In case of queuing strategy, a queuing policy
based on call priority is described.

E.2.2 Called part SwMI

Figure E.3 (file fig_228.drw) reports the SDL diagram related to the group voice and circuit data call
procedure inside the SwMI on the protocol stack related to one of the called MSs. It is based on the MSC
diagram of figure B.4 and gives the detailed behaviour that takes into account all possible events in the
procedure. LSs and Dispatcher group calls are taken into account in this diagram. Depending on the call
management policy, the behaviour of SwMI can change. In case of queuing strategy, a queuing policy
based on call priority is described.
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E.3 Packet data call

E.3.1 Calling side SwMI

Figure E.5 (file fig_229.drw) reports the SDL diagram related to the short data transmission procedure
inside the SwMI on the protocol stack related to the calling MS. It is based on the MSC diagram of figure
B.5 and gives the detailed behaviour that takes into account all possible events in the procedure.

E.3.2 Called side SwMI

Figure E.6 (file fig_230.drw) reports the SDL diagram related to the short data transmission procedure

inside the SwMI on the protocol stack related to the called MS. It is based on the MSC diagram of figure
B.6 and gives the detailed behaviour that takes into account all possible events in the procedure.
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